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1 Introduction

Fluids, which correspond to suspensions of various solid and deformable particles, have long become part of our daily life. Examples include different foods, biofluids, cosmetics and hygiene products, and liquids used in a variety of technological devices and processes. Such liquids are very attractive because their properties (e.g., fluidity, lubrication, bio-functionality) are very versatile and can be tuned and controlled over a very wide range of material characteristics. In addition, the properties of such suspensions are often very sensitive to the surrounding conditions such as temperature, pressure, and external confinement. This motivates considerable research efforts directed to understand and control the structure and rheology of various particle suspensions.

One of the first theoretical investigations of the rheological properties of colloidal suspensions [1] has been performed by Albert Einstein more than a hundred years ago. In that classical paper [1], the dependence of the viscosity $\eta$ of a hard-sphere suspension on the volume fraction $\phi$ has been predicted as

$$\eta = \eta_s \left[ 1 + 2.5\phi + \mathcal{O}(\phi^2) \right],$$

(1)

where $\eta_s$ is the solvent viscosity. This result describes the suspension viscosity to leading order in $\phi$ or equivalently in the regime $\phi \lesssim 0.1$. Furthermore, this approximation appears to be useful not only in case of rigid particles, but also for flexible particles such as linear- and star-polymers [2, 3, 4, 5] in the regime of small deformations or when the polymers remain in a near-spherical coiled configuration. In this case, an effective particle size through the so-called "hydrodynamic radius" can be defined in order to determine the volume fraction [4, 5].

The example above demonstrates that there exist some similarities between suspensions of rigid colloids and of deformable particles. However, it is clear that particle deformability introduces another important characteristic, making the behavior of such particles and the rheological properties of their suspensions to be much richer than their hard counterparts [6]. This creates additional challenges for the elucidation of their behavior in various suspensions; however, it also provides new opportunities and directions for the application of such materials, since their properties can be tuned over a wide range.

Soft-colloid suspensions with different rheological properties are utilized more and more in a wide range of applications. Perhaps, the most prominent example is polymer suspensions, which are part of many technological processes in rubber, plastic, textile, and automobile industries. There exist suspensions of linear and branched polymers, melts, and other complex compositions. This class of materials has been receiving considerable attention experimentally [7, 8, 9] and theoretically [10, 11, 12, 5] with a number of interesting developments in recent years. Suspensions of linear polymers have been investigated in great detail [10, 11, 5]. For instance, the macroscopic rheological properties of a suspension have been shown to directly correlate with the orientation and elongation of single polymer chains [13, 14, 15]. Currently, polymers with a more complex architecture such as star polymers, dendrimers, and hyperbranched polymers receive significant attention [3, 5]. In particular, their dynamics and deformation in flow is of interest in order to associate their behavior with the rheological properties of a suspension.

Another class of soft objects includes suspensions of vesicles, capsules, and cells. Vesicles
and capsules are very interesting for a number of technological applications such as, for instance, carriers for drug delivery. On the other hand, such systems often serve as good model systems for suspensions of cells with the advantage that their properties can be rather well controlled, which can be challenging for biological cells. Vesicles and capsules consist of a membrane, which encloses a certain volume of fluid or fluid mixture. Hence, the properties of a membrane (e.g., elasticity, bending, viscosity) and the enclosed fluid are very important for determining the dynamics and deformation of vesicles and capsules. Suspensions of cells are mainly part of the biophysical and biomedical fields with a number of useful applications. One of the examples of such suspensions is blood, which consists primarily of deformable red blood cells (RBCs). The deformability of RBCs enables them to pass through the tiny vessels of the microvascular network, which might be impaired in several diseases such as malaria and sickle-cell anemia due to the stiffening of RBCs [16, 17]. Apart from RBCs, there also exist many other cells subjected to fluid flow with the examples of white blood cells (WBCs), platelets, and circulating tumor cells. In addition to the membrane properties, these cells also possess an inner cytoskeleton, making such cells viscoelastic. Different cells have distinct shapes, types of membrane and/or cytoskeletal elasticity, and therefore yield different rheological properties.

From the rheological point of view it is interesting to understand the relation between the macroscopic properties of a suspension and its micro-structure and the behavior of single soft particles. The suspension’s micro-structure is governed by the dynamics and deformation of suspended particles in flow and their interactions. For example, changes in the viscosity of a suspension in response to shear flow (e.g., shear-thinning) can be associated with a change in the conformation or orientation of soft particles. Another large area, where the behavior of soft particles in flow is of great interest, is in the biomedical field and related to the sorting and detection of various particles within a suspension. The applications include the analysis of biosamples, detection of rare components, and their purification. The ability to sort and detect certain components based on their mechanical properties has a strong potential, because the mechanics of many cells is strongly correlated with their physical properties in the healthy or diseased state [16, 18].

The short overview of soft-particle suspensions above suggests a number of questions about the importance of shape and deformability of soft particles for their behavior in fluid flow and for the rheological response of their suspensions. Such questions can be for instance:

- Under what conditions does a simple theoretical description for hard spheres to describe soft-particle suspensions remain appropriate?
- Is such a description useful for high concentrations and when does it break down?
- Which similarities exist between different soft-colloid classes and when does the physical origin of their softness become important?
- How can the dependence of viscosity on the elastic moduli of the soft colloids, their viscous properties, and inter-colloid interactions be described?
- What is the role of shape, and how does the interplay between shape and deformability determine the rheological properties of a suspension?
- Can we devise an accurate enough description of certain systems in order to create a knowledge-based design for the applications of interest?
• How will mixtures of various soft colloids behave?

In order to establish a relation between the behavior of soft colloids in flow and their macroscopic rheological properties, an understanding of their non-equilibrium properties on the level of single particles is required. This task is often very difficult to achieve in experiments, and therefore, computer simulations provide a promising tool for insight into the dynamics of soft particles within artificial and biological fluids. The behavior of soft materials is not always governed by their atomic or molecular structure, and can emerge from physical arrangements at the mesoscopic level. Therefore, simulations of soft materials often require a multiscale resolution of physical phenomena which occur at the mesoscale. Moreover, a detailed atomistic representation becomes intractable due to the computational cost, since the investigation of many soft matter systems requires modeling on the scale of micrometers with the time scale of several seconds or even minutes. On the other hand, continuum methods may not capture important physical structures at the mesoscale due to the continuum assumption, and therefore, are often not suitable for the description of such systems. This has motivated the development of novel mesoscale simulation approaches in the recent years, which can capture relevant physics at the mesoscale and provide a detailed understanding of the behavior and interactions of soft particles in flow.

In this thesis, we review several mesoscopic approaches, which will be primarily applied to polymer solutions and blood flow. We will show how these methods can be applied to devise new scaling concepts for star-polymer solutions and to understand certain processes in microvascular blood flow. In particular, we will focus on the several specific problems including:

• **Rheology of star-polymer solutions**

  Star polymers can be thought of as soft colloids whose softness can be tuned by the number of arms attached to a common center. Thus, a star polymer with two arms corresponds to a linear polymer, while as the number of arms increases we approach a rigid colloidal particle. Star-polymer rheological properties are investigated for different functionalities, concentrations, and shear rates of flow. The rheological properties, characterized by the shear viscosity and the normal-stress coefficients, exhibit a universal behavior as function of a concentration-dependent Weissenberg number for various concentrations at a given arm length. In dilute solution, the zero-shear viscosity follows the Einstein relation (Eq. (1)) with an effective radius given by the hydrodynamic radius of a star polymer.


• **Dense brushes of stiff polymers in fluid flow**

  Dense filamentous brush-like structures are common for many biological interfacial systems (e.g., glycocalyx layer in blood vessels) regulating the surface softness. We have developed a theoretical model which captures flow-induced deformation of a dense brush of stiff polymers and is validated by detailed mesoscopic simulations. Different contributions to brush deformation including hydrodynamic friction due to flow and steric excluded-volume interactions between grafted filaments are identified.
Related publications: P2.

- **Motion of single RBCs in tube flow**
  The motion of RBCs in the microvasculature is important for blood flow resistance and the cell partitioning within a microcirculation. We use mesoscale simulations to predict the phase diagram of shapes and dynamics of RBCs in cylindrical micro-channels. The effect of different RBC states on the flow resistance, and the influence of RBC properties on the shape diagram are identified and discussed.
  

- **Development of blood flow in idealized vessels**
  Blood flow resistance in microcirculation has a strong impact on tissue perfusion. The flow resistance in a microvasculature is determined by the flow behavior of blood through the complex network of vessels. We investigate the development of blood flow and its resistance starting from a dispersed configuration of RBCs. We find the development of a cell-free layer, which forms near the vessel wall, to be nearly universal when scaled with a characteristic shear rate of the flow. The universality allows an estimation of the length of a vessel required for full flow development. We also develop a simple theoretical model which is able to describe the converged cell-free-layer thickness through the balance between a lift force on RBCs due to cell-wall hydrodynamic interactions and shear-induced effective pressure due to cell-cell interactions in flow.
  
  Related publications: P1, P8, and P9.

- **Blood rheology**
  The viscosity of blood serves as an indicator in the understanding and treatment of disease. We simulate blood rheology and analyze its non-Newtonian behavior relating it to the suspension’s microstructure, deformation and dynamics of single RBCs. We also provide the first quantitative estimates of the magnitude of adhesive forces between RBCs. The models can easily be adapted to tune the properties of a much wider class of complex fluids including capsule and vesicle suspensions.
  
  Related publications: P13, P8, P9, and P4.

- **Margination of WBCs and micro- and nano-carriers in blood flow**
  Proper functioning of WBCs and drug carriers is not possible without their ability to adhere to vessel walls. In order to facilitate the adhesion, WBCs or micro- and nano-particles have to migrate toward the vessel walls in blood flow through a process called margination. We employ mesoscopic hydrodynamics simulations to better understand the margination process and to elucidate its dependence on various properties including hematocrit, flow rate, particle size and deformability. This study provides a comprehensive picture of particle margination in blood flow.
  
  Related publications: P5, P7, and P12.

Even though we discuss a limited number of different examples of soft particles under flow, such models are general enough and can be used to model not only the suspensions we illustrate, but also suspensions of polymers with much more complex structures, capsules, vesicles, and their various mixtures. Such mesoscopic models establish an indispensable
1.1 Polymer architecture, dynamics, and rheology

Polymers are molecules consisting of a large number of repeating units or monomers. When the units are connected into a single sequence, the polymer is called linear. The number of subunits can range from several monomers to millions of repeating units. There exist a number of synthetic polymers such as polystyrene and polyethylene as well as biopolymers such as DNA and various proteins. Polymer suspensions and melts play an important role in different technologies, and are used, for instance, in various liquid products, plastics, and rubbers. Different polymer materials possess distinct properties in their tensile strength, melting point, mixing behavior, and chemical and optical characteristics. Therefore, there exist numerous examples of polymeric materials whose rheological properties are extremely versatile.

From the physical point of view, there is often no need to know the chemical details of single monomers, because the emerging material properties on large enough length scales are governed solely by the length of polymers and the size of their monomers. This is the main assumption in polymer physics, where various polymer models have been developed [19, 20, 12]. These include various scaling concepts for polymer structural and dynamical properties (e.g., Rouse and Zimm models) [19, 20, 12]. A simple polymer model in statistical physics is a random walk or a self-avoiding random walk, while in simulations a linear-polymer model is represented by a bead-spring chain. There are efforts to develop more sophisticated theoretical models; however, their advantage over the classical models is not very significant so far.

The new developments in chemistry allow to create much more sophisticated polymer structures. As an example, star polymers correspond to polymer structures, where a number of linear chains are connected to a common center. Thus, by changing the arm length (or the length of attached linear polymers) and the functionality (i.e., the number of attached polymers), star-polymer properties can be varied between linear polymers (for the functionality 2) to nearly hard-sphere colloids (large functionality, short arms) and ultra-soft colloids (intermediate functionality, long arms) [21, 22, 23]. Other examples include branched, ring, and dendrimer-like polymers [3]. Such polymers can be constructed from similar linear chains as well as from a number of distinct chains leading to very complex compositions. Theoretical models for polymers with complex structures have yet
Polymer suspensions are generally divided into several classes including dilute and semi-dilute solutions and melts. Dilute solutions correspond to the suspensions where inter-polymer interactions are not very significant. This condition is usually defined by an overlap concentration corresponding to a critical polymer concentration at which polymers start to overlap. Thus, a polymer solution is considered to be dilute below the overlap concentration, while above this concentration the polymer solution is in a semi-dilute regime. In contrast to polymer solutions, polymer melts have little or no suspending fluid and are almost entirely formed by polymer molecules.

Rheological properties of polymer suspensions and melts have been studied in a large number of investigations including experiments [7, 9, 8], theory [10, 11, 12], and simulations [12, 24, 25]. The rheology of polymer systems can be considered for a number of different flow conditions such as steady and oscillatory shear flows and extensional flow. For example, in a steady shear setup, the viscosity of a suspension as a function of applied shear rate is measured, while in the oscillatory shear flow, viscoelastic properties of polymer suspensions characterized by the complex modulus are obtained. Polymer suspensions under steady-shear flow often show a shear-thinning behavior such that their viscosity decreases as the shear rate of flow is increased. At low shear rates, such suspensions also yield a constant viscosity plateau, which is called the Newtonian plateau. The change in suspension’s viscosity can be correlated with the changes in polymer confirmation and dynamics in flow. Thus, the polymers stretch along the shear-flow direction, get compressed along the orthogonal directions, and exhibit a preferred orientation with respect to the flow [26, 15, 27]. In addition, the polymers in shear flow exhibit tumbling dynamics characterized by their periodic stretching and collapse [26, 15, 27]. These changes in polymer confirmation and dynamics lead to a reduction of internal friction in polymeric systems and to the shear-thinning behavior.

### 1.2 Blood cells and blood flow

The cardiovascular system is a closed circuit which can be divided into three major sections: the heart, large vessels, and the microcirculation. The main function of the heart and large vessels is to maintain continuous blood flow within the vessel network, while blood flow in the microcirculation plays a profound role in various physiological processes [28, 29, 30, 31] and pathologies [32, 33, 34] in the organism. Main functions of blood are the transport of oxygen and nutrients to cells of the body, removal of waste products such as carbon dioxide and urea, and circulation of molecules and cells which mediate the organism’s defense and immune response and play a fundamental role in the tissue repair process. The microcirculation (or microvascular network) [28, 30, 31] is comprised of the smallest vessels (e.g., arterioles, capillaries, venules) with diameters up to about 100 µm. Typically, the microcirculation geometry resembles a tree-like structure following the route of blood passing through arterioles, capillaries, and venules. Blood flow in microcirculation is extremely complex and diverse with dramatic changes in flow rates and patterns. This complexity is attributed to non-trivial vessel geometries and blood rheological properties [28, 29, 35, 36] which depend on blood-cell mechanical characteristics, aggregation interactions, local hematocrit (RBC volume fraction), and flow conditions.
Abnormal blood flow is often correlated with a broad range of disorders and diseases which include hypertension, anemia, atherosclerosis, malaria, and thrombosis [16, 17]. Understanding the rheological properties and dynamics of blood cells and blood flow is crucial for many biomedical and bioengineering applications. Examples include the development of blood substitutes, the design of blood flow assisting devices, and drug delivery. In addition, understanding the vital blood related processes in health and disease may aid in the development of new effective treatments.

Figure 1: A scanning electron micrograph of blood cells. From left to right: human erythrocyte, thrombocyte (platelet), leukocyte. Source: Electron Microscopy Facility at The National Cancer Institute at Frederick (NCI-Frederick).

Blood consists of erythrocytes or RBCs, leukocytes or WBCs, thrombocytes or platelets, and plasma containing various proteins, molecules, and ions. Figure 1 shows a scanning electron micrograph of blood cells. RBCs constitute approximately 45% of the total blood volume, WBCs around 0.7%, and the rest is taken up by blood plasma and its substances. One microliter of blood contains about 5 million RBCs, roughly 5 thousand WBCs, and approximately a quarter million platelets.

Human RBCs have a relatively simple structure in comparison to other eukaryotic cells [37]. RBCs resemble biconcave disks with an average diameter of approximately 8 µm and contain a viscous cytosol enclosed by a membrane. At the stage of the RBC formation, the nucleus and other organelles that are generally present in other eukaryotic cells are ejected, leaving behind a relatively homogeneous cytoplasm and no inner cytoskeleton. RBC cytoplasm is a hemoglobin-rich solution, which is able to bind oxygen. Therefore, the main RBC function is oxygen supply and delivery to body tissues. The RBC membrane consists of a lipid bilayer with an attached network of the spectrin proteins linked by short filaments of actin. The lipid bilayer is considered to be a nearly viscous and area preserving membrane [37], while the RBC’s elasticity is attributed to the attached spectrin network, as is the integrity of the entire RBC when subjected to severe deformations in the capillaries as small as 3 µm. The cytosol viscosity is about 5-6 times larger than that of blood plasma under physiological conditions. Mechanical and rheological characteristics of RBCs and their dynamics are governed by: membrane elastic and viscous properties,
bending resistance, and the viscosities of the external/internal fluids.

In comparison to RBCs, WBCs have one or multiple nuclei, are stiffer than RBCs and have a spherical shape. WBCs are an important part of the body’s immune system. They protect the body against invading bacteria, parasites, and viruses by killing these microorganisms through phagocytosis ingestion and other antigen-specific cytotoxic mechanisms. There exist different types of leukocytes (e.g., neutrophils, eosinophils, basophils, monocytes, and lymphocytes), each of which is designed to fight a specific type of infection.

Freely circulating WBCs are able to adhere to the vascular endothelium, which is a crucial step in the immune response [38]. Rolling along the vessel wall allows WBCs to efficiently monitor for potential molecular signals, since the rolling velocity at the vessel wall is much slower than that of the blood flow. In fact, microfluidic experiments [39] showed that WBCs adhere only above a critical threshold of shear. Firm adhesion of leukocytes is generally recognized as the final step of WBC adhesive dynamics within a vessel with further cross-endothelium migration into the surrounding tissue.
2 Methodology

Simulations of complex fluids, consisting of a solvent and various suspended particles such as colloids and cells, are a difficult problem. Strictly speaking, the involved length- and time-scales range between the atomistic scale of the solvent and the mesoscopic scale of the suspended particles, which typically start from several nanometers and finish with micrometers. In addition, many physical properties such as the softness of particles, the hydrodynamic interactions between them and with walls, and thermal fluctuations need to be included.

Simulations at the molecular level are very limited in terms of the length- and time-scales. These limits currently correspond to the submicrometer length and times on the order of several microseconds. In order to overcome such strong restrictions, several mesoscale hydrodynamics simulation approaches have been developed recently, including the lattice Boltzmann method (LBM) [40], dissipative particle dynamics (DPD) [41, 42], smoothed dissipative particle dynamics (SDPD) [43, 44], and multi-particle collision dynamics (MPC) [45, 46, 47]. These methods are being actively developed and to date they are already considered as rather well-established techniques for the numerical investigation of the dynamics of complex fluids.

Even though here we mainly focus on modeling of polymer solutions and blood flow, simulations of complex fluids generally require the two main components: fluid flow and suspended particles. Modeling fluid flow of a Newtonian solvent can be performed using, for example, continuum approaches, where the incompressible Navier-Stokes equation [48]

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u}, \quad \nabla \cdot \mathbf{u} = 0,
\]

(2)
can be used. Here, \( \mathbf{u} \) is the fluid velocity, \( \rho \) is the density, \( p \) is the pressure, and \( \nu \) is the kinematic viscosity. The advantages of continuum techniques are the speed and robustness of such methods and rather well-established numerical schemes and codes. However, in these methods it is often non-trivial to incorporate some features present at the micro- and meso-scale, for instance thermal fluctuations. Another class of efficient simulation methods to model fluid flow corresponds to mesoscopic particle-based methods such as DPD and SDPD, which will be mainly used in this thesis. In comparison to the continuum approaches, particle-based techniques are generally more expensive computationally; however, desired micro- and mesoscopic features can be included here rather straightforwardly. Therefore, particle-based methods are very popular in modeling complex fluids at the micro- and meso-scale.

In the next several sections, we review employed mesosscopic particle-based methods, polymer and membrane models. However, we still need to discuss the coupling between fluid flow and particle deformation. Often such coupling can be performed using frictional forces on both the fluid and suspended particles in order to match their local velocities [49]. Thus, fluid stresses can be transferred to the suspended particles and induce their deformation, while in return the particles exert resisting-to-deformation forces onto the fluid.
2.1 Mesoscopic simulation techniques

Mesoscopic simulation approaches are being developed in order to be able to access much longer length and times scales than those achieved when modeling at the molecular level is employed. Common to these approaches is a simplified, coarse-grained description of the fluid and suspended structures in order to achieve high computational efficiency, while keeping the essential physical features on the length scales of interest. Specifically, hydrodynamic interactions between suspended particles are captured through a mesoscopic representation of a solvent.

2.1.1 Dissipative particle dynamics (DPD)

DPD [41, 42] is a mesoscopic simulation technique, where a system consists of a collection of \( N \) fluid particles with mass \( m_i \), position \( \mathbf{r}_i \), and velocity \( \mathbf{v}_i \), and each individual particle represents a cluster of atoms or molecules. The dynamics of DPD particles is governed by Newton’s second law of motion,

\[
\frac{d\mathbf{r}_i}{dt} = \mathbf{v}_i, \\
\frac{d\mathbf{v}_i}{dt} = \frac{1}{m_i} \sum_{i \neq j} \mathbf{F}_{ij} dt = \frac{1}{m_i} \sum_{i \neq j} (\mathbf{F}_{ij}^C + \mathbf{F}_{ij}^D + \mathbf{F}_{ij}^R) dt,
\]

where \( \mathbf{F}_{ij} \) is the total force acting between the two particles \( i \) and \( j \) within a selected cutoff radius \( r_c \). The total force is a sum of three pairwise forces: conservative \( (\mathbf{F}_{ij}^C) \), dissipative \( (\mathbf{F}_{ij}^D) \), and random \( (\mathbf{F}_{ij}^R) \) forces given by

\[
\mathbf{F}_{ij}^C = a_{ij}(1 - r_{ij}/r_c)\mathbf{e}_{ij}, \\
\mathbf{F}_{ij}^D = -\gamma_{ij}\omega_D(r_{ij})(\mathbf{v}_{ij} \cdot \mathbf{e}_{ij})\mathbf{e}_{ij}, \\
\mathbf{F}_{ij}^R = \sigma_{ij}\omega_R(r_{ij})\xi_{ij} dt^{-1/2} \mathbf{e}_{ij},
\]

where \( \mathbf{v}_{ij} = \mathbf{v}_i - \mathbf{v}_j, \ r_{ij} = \mathbf{r}_i - \mathbf{r}_j, \ r_{ij} = |\mathbf{r}_{ij}| \) and \( \mathbf{e}_{ij} = \mathbf{r}_{ij}/|\mathbf{r}_{ij}| \). The coefficients \( a_{ij}, \gamma_{ij}, \) and \( \sigma_{ij} \) characterize the strength of the conservative, dissipative, and random forces, respectively. Both \( \omega_D(r_{ij}) \) and \( \omega_R(r_{ij}) \) are distance-dependent weight functions. \( \xi_{ij} \) is a random number generated from a Gaussian distribution with zero mean and unit variance.

The dissipative and random forces act together as a thermostat to maintain an equilibrium temperature \( T \) and generate the correct equilibrium Gibbs-Boltzmann distribution. Therefore, they must satisfy the fluctuation-dissipation theorem [42] given by the conditions \( \omega_D(r_{ij}) = [\omega_R(r_{ij})]^2 \) and \( \sigma^2 = 2\gamma k_B T \). In the original DPD method [41, 42], the weight function has been chosen as \( \omega_R(r_{ij}) = (1 - r_{ij}/r_c)^k \) with \( k = 1 \), while different choices for this exponent have been made in other studies [50, 51] in order to increase the viscosity of the DPD fluid. The equations of motion (3) are integrated using the velocity-Verlet algorithm [52].

2.1.2 Smoothed dissipative particle dynamics (SDPD)

The SDPD method, originally proposed by Español and Revenga [43], is a mesoscopic particle-based hydrodynamic technique which has been derived from the smoothed particle
hydrodynamics (SPH) [53, 54] and DPD [41, 42] methods. The SPH method is obtained by
a Lagrangian discretization of the Navier-Stokes equation [53, 54]. In SDPD, the particle
density $\rho_i$ is defined as

$$\rho_i = \sum_j m_j W_{ij}, \quad (5)$$

where the weighting function $W_{ij}$ is assumed to be, for instance, the Lucy function
$W(r) = \frac{105}{16\pi r_c^3} \left(1 + 3\frac{r}{r_c}\right) \left(1 - \frac{r}{r_c}\right)^3$ [53]; however, other choices for this function also exist. Hence,
the density at the position of particle $i$ can be computed using its neighboring particles
located within a sphere with a radius $r_c$.

The discretization of the Navier-Stokes equation [43] leads to the two deterministic forces:
conservative (C) and dissipative (D), while a proper fluctuation-dissipation balance, as in
DPD, results into a random (R) force. The full set of inter-particle forces is given by

$$F^C_{ij} = \left(\frac{p_i}{\rho_i} + \frac{p_j}{\rho_j}\right) F_{ij} r_{ij},$$

$$F^D_{ij} = -\gamma_{ij} (v_{ij} + e_{ij} e_{ij} \cdot v_{ij}),$$

$$F^R_{ij} = \sigma_{ij} \left( d\mathbf{W}_{ij} + \frac{1}{3} tr[d\mathbf{W}_{ij}] \mathbf{I} \right) \cdot e_{ij}, \quad (6)$$

where $p_i$ and $p_j$ are particle pressures assumed to follow a selected equation of state.
Note that $W(r)$ is chosen such that $\nabla W(r) = -r F(r)$ with $F(r) = \frac{315}{4\pi r_c^5} \left(1 - \frac{r}{r_c}\right)^2$. The coefficients $\gamma_{ij}$ and $\sigma_{ij}$ define the strength of dissipative and random forces and are equal
to $\gamma_{ij} = \frac{5n}{3 \rho \rho_j}$ and $\sigma_{ij} = 2\sqrt{k_B T} \gamma_{ij}$, respectively. The notation $tr[d\mathbf{W}_{ij}]$ corresponds to
the trace of a random matrix of independent Wiener increments $d\mathbf{W}_{ij}$, and $d\mathbf{W}_{ij}$ is the
traceless symmetric part. The time evolution of velocities and positions of particles is
determined by Newton’s second law (Eq. (3)) as in DPD.

Generally, the set of forces in SDPD is similar to that in DPD; however, the SDPD
method has a direct connection to the Navier-Stokes equation. The advantage of the
SDPD approach over DPD is that the dynamic viscosity of a fluid and its equation of
state can be a direct input, while in DPD such properties are not known
a priori and need
to be determined from simulations. Thus, the fluid compressibility and viscosity in SDPD
can be well controlled.

2.1.3 Smoothed dissipative particle dynamics with angular momentum con-
servation

Even though the SDPD method has several advantages over DPD, the original SDPD
method [43] does not conserve the angular momentum. This can be traced back to the
existence of a lateral friction in SDPD, i.e. two particles slow down when they move past
each other, and thereby loose angular momentum. Recent numerical simulations using
the MPC method [55] have illustrated that angular momentum conservation is essential
in some problems including the Taylor-Couette flow with two immiscible fluids and vesicle
tank-treading in shear flow. We have extended the original SDPD method [44] (enclosed
publication P3) in order to fix the violation of angular momentum conservation. The
extension of the original SDPD formulation [43] is performed through the introduction of
a spin variable for every particle $\omega_i$. In addition, each particle is also characterized by a moment of inertia $I_i$ analogously to the already defined particle mass. In order to obtain discretized equations for the SDPD formulation with spin, we consider the NS equation with spin [56] given by

$$\rho \frac{d\mathbf{u}}{dt} = -\nabla p + (\eta + \eta_r) \nabla^2 \mathbf{u} + \left( \frac{\eta}{3} + \xi - \eta_r \right) \nabla \cdot \mathbf{u} + 2\eta_r \nabla \times \omega, \quad (7)$$

where $\eta$ is the dynamic shear viscosity, $\xi$ is the bulk viscosity, $\eta_r$ is the rotational viscosity, and $\omega$ is the spin angular velocity.

The discretization of the NS equation with spin and the fluctuation-dissipation relation lead to a set of forces: conservative (C), dissipative (D), rotational (R), and a fluctuation force [44] given by

$$F^{C}_{ij} = \left( \frac{p_i}{\rho_i^2} + \frac{p_j}{\rho_j^2} \right) F_{ij} r_{ij},$$

$$F^{D}_{ij} = -\left( \gamma^a_{ij} \left( \mathbf{v}_{ij} + \frac{\mathbf{e}_{ij} (\mathbf{e}_{ij} \cdot \mathbf{v}_{ij})}{3} \right) \right) - \frac{2\gamma^b_{ij}}{3} \mathbf{e}_{ij} (\mathbf{e}_{ij} \cdot \mathbf{v}_{ij}), \quad (8)$$

$$F^{R}_{ij} = -\gamma^a_{ij} \frac{\mathbf{r}_{ij}}{2} \times (\mathbf{\omega}_i + \mathbf{\omega}_j),$$

$$\tilde{F}_{ij} = \left( \sigma^a_{ij} d\mathbf{W}_{ij} + \sigma^b_{ij} \frac{1}{3} tr[d\mathbf{W}_{ij}] \mathbf{1} \right) \cdot \frac{\mathbf{e}_{ij}}{dt}, \quad (9)$$

where

$$\gamma^a_{ij} = \left( \frac{20\eta}{3} - 4\xi \right) \frac{F_{ij}}{\rho_i \rho_j}, \quad \gamma^b_{ij} = \left( 17\xi - \frac{40\eta}{3} \right) \frac{F_{ij}}{\rho_i \rho_j}, \quad (10)$$

and $\sigma^a,b_{ij} = 2\sqrt{k_B T \gamma^a,b_{ij}}$. It is important to note that these equations are only valid for $2\eta/3 \leq \xi \leq 5\eta/3$, such that the friction coefficients $(\gamma^a_{ij} + 2\gamma^b_{ij})/3$ and $\gamma^a_{ij}$ are positive.

The conservative force controls locally the pressure field in the system. The dissipative force provides translational friction leading to the reduction of the velocity difference between two particles. Finally, the rotational force is also dissipative, but acts on particles’ angular velocities such that a spin of one particle leads to a change in translational and angular velocity of another particle. In this way, the translational angular momentum, which is lost in a "collision", is stored as particle spin, and can be restored as translational angular momentum later on. Another simplification which can be made is the reduction to a single dissipative parameters $\gamma_{ij}$ such that $\xi = 20\eta/21$ [44] and

$$\gamma^a_{ij} = \gamma^b_{ij} = \gamma_{ij} = \frac{20\eta}{7} \frac{F_{ij}}{\rho_i \rho_j}, \quad \sigma^a_{ij} = \sigma^b_{ij} = \sigma_{ij} = 2\sqrt{k_B T \gamma_{ij}}, \quad (11)$$

The time evolution of the position and the translational and angular velocity of a particle $i$ follows Newton’s second law as

$$\dot{\mathbf{r}}_i = \mathbf{v}_i, \quad \dot{\mathbf{v}}_i = \sum_j \frac{1}{m_j} \mathbf{F}_{ij}, \quad \dot{\mathbf{\omega}}_i = \sum_j \frac{1}{I_j} \mathbf{N}_{ij}, \quad (12)$$

where $\mathbf{N}_{ij}$ is the torque exerted by particle $j$ on particle $i$ and is given by $\mathbf{N}_{ij} = \frac{1}{2} \mathbf{r}_{ij} \times \mathbf{F}_{ij}$. This leads to local and global angular momentum conservation. Equation (12) is integrated using the velocity-Verlet algorithm [52].
2.2 Polymer models

On the mesoscopic level, a linear polymer is represented by the bead-spring chain model, where a number of beads (or particles) are connected by harmonic springs with the potential

$$U_s = \frac{k_s}{2} (l - l_0)^2,$$

where $k_s$ is the spring constant, $l$ is the instantaneous bond length, and $l_0$ is the equilibrium bond length. Often $k_s$ is chosen large enough such that even under strong fluid stresses the change in the bond length remains less than a few percent.

Excluded-volume interactions between polymer monomers are implemented through the repulsive (truncated and shifted) Lennard-Jones (LJ) potential [52]

$$U_{LJ}(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 + \frac{1}{4} \right] \Theta(2^{1/6} - r),$$

where $\Theta(r)$ is the Heaviside step function ($\Theta(r) = 0$ for $r < 0$ and $\Theta(r) = 1$ for $r \geq 0$).

Star polymers are modeled by connecting a number of linear chains to a common center with harmonic springs, which is illustrated in Fig. 2. Since many polymer arms are attached to the central particle, the equilibrium bond length of each center-arm connection and LJ diameter of the central bead are taken to be larger than those for a normal monomer.

2.3 RBC membrane model

The RBC membrane is modeled by a triangulated mesh [58, 59, 60, 49, 61, 62, 63], see Fig. 3. A total of $N_v$ particles constitute the mesh vertices and $N_s = 3(N_v - 2)$ springs follow the edges of the mesh, reproducing the stretching elasticity of the membrane ($U_{sp}$). A total
of $N_t = 2N_v - 4$ triangles make up the entire membrane surface and incident triangles have an associated potential energy ($U_{\text{bend}}$) related to the angle between them, associated with membrane bending rigidity. Furthermore, local and global area constraints ($U_{\text{area}}$) are enforced along with a global volume constraint ($U_{\text{vol}}$). Formally, the total energy of a RBC is then
\[ U_{\text{tot}} = U_{\text{sp}} + U_{\text{bend}} + U_{\text{area}} + U_{\text{vol}}. \tag{15} \]

The total contribution of springs is given by
\[ U_{\text{sp}} = \sum_{j=1}^{N_s} \left[ k_B T l_m \left( 3x_j^2 - 2x_j^3 \right) + k_p \frac{l_m}{l_j} \right], \tag{16} \]
where $l_j$ is the length of spring $j$, $l_m$ is the maximum permitted spring extension, $x_j = l_j/l_m$ is the fractional extension towards maximum length, $\zeta$ is the persistence length, and $k_p$ is the spring constant. The equilibrium length of each spring $l_{0j}$ is set in accordance with an initial triangulated mesh of a stress-free biconcave RBC shape [62, 63].

The membrane curvature elasticity can be described by the bending energy
\[ U_{\text{bend}} = \sum_{j=1}^{N_s} k_b \left[ 1 - \cos \left( \theta_j - \theta_0 \right) \right], \tag{17} \]
where $k_b$ is the bending coefficient, $\theta_j$ is the instantaneous angle between the two triangles incident on edge $j$, and $\theta_0$ is the spontaneous angle.

Finally, the area and volume constraints are accounted for by two potentials
\[ U_{\text{area}} = k_a \frac{(A - A_r)^2}{2A_r} + \sum_{j=1}^{N_t} k_d \frac{(A_j - A_{0j})^2}{2A_{0j}^2}, \tag{18} \]
\[ U_{\text{vol}} = k_v \frac{(V - V_r)^2}{2V_r}, \]
where $k_a$, $k_d$, and $k_v$ are the global area, local area, and volume constraint coefficients, respectively. $A$ is the instantaneous surface area of the membrane, $A_j$ is the instantaneous
area of the \( j \)-th triangle in the network, and \( V \) is the instantaneous RBC volume. The desired total surface area \( A_r \), individual triangle area \( A^0_j \), and interior volume \( V_r \) are set in accordance with the initial triangulation [62, 63].

We relate the RBC model’s variables to physical macroscopic properties of the RBC membrane by linear analysis for a regular hexagonal network [62, 63]. The membrane shear modulus is related to the spring variables by

\[
\mu_0 = \frac{\sqrt{3} k_B T}{4 \xi l_m x_0} \left( \frac{x_0}{2 (1 - x_0)^3} - \frac{1}{4 (1 - x_0)^2} + \frac{1}{4} \right) + \frac{3 \sqrt{3} k_p}{4 l_0^3},
\]

with \( x_0 = l_0 / l_m \). The area-compression \( K \) and Young’s \( Y \) moduli are found as \( K = 2 \mu_0 + k_a + k_d \) and \( Y = \frac{4 K \mu_0}{K + \mu_0} \). The Helfrich model is employed to describe the bending coefficient \( k_b \) in terms of macroscopic bending rigidity \( \kappa \) [64], yielding \( k_b = 2 \kappa / \sqrt{3} \).

To prevent mixing between intra- and extra-cellular fluids, bounce-back reflections for the solvent particles are introduced at a RBC membrane. Furthermore, the RBC is coupled to fluid flow via viscous friction between the \( N_v \) mesh vertices and local fluid particles. The dissipative and random force components of the DPD method are used to achieve these interactions [63]. No-slip boundary conditions at membrane vertices are enforced by careful selection of the friction parameter \( \gamma \) in the dissipative force \( \mathbf{F}^D \). A fluid sheared over the effective surface of a membrane vertex exerts a friction force on the membrane given as

\[
\mathbf{F}_v = \int_{V_h} n g(r) \mathbf{F}^D dV,
\]

where \( n \) is the fluid number density, \( g(r) \) is the radial distribution function of fluid particles about the membrane vertices, and \( V_h \) is the hemisphere volume of fluid situated above the vertex. Equating this integral to the total force required by a continuum hydrodynamical description leads to an expression for the calculation of \( \gamma \) [63].
3 Results

3.1 Rheology of star-polymer solutions

Star polymers are constructed from $f$ linear polymer arms, which are connected with one of their ends to a common center. Each polymer arm can contain $N_m$ monomers. By changing the arm length $L = N_m l$ and the functionality $f$, star polymers can mimic linear polymers (for $f = 2$), hard-sphere colloids (large $f$, short arms), and ultra-soft colloids (intermediate $f$, long arms) [21, 22, 23]. Many of the existing studies have focused on the equilibrium properties of star polymers [21, 65, 66, 67, 68]. Due to the architecture of star polymers, the monomer density in the core region is relatively high in comparison with that in the corona. The inhomogeneous density distribution within a star polymer yields an ultra-soft interaction between two stars for sufficiently long chains [21, 22, 68]. The dynamical and rheological properties of star-polymer solutions are much less studied. Polymer self-diffusion has been investigated in experiments [69, 23] showing that it decreases according to a power law with increasing polymer concentration $c$. Note that star-polymer diffusion is faster in solution than that of hard-sphere colloids due to the deformability and ultra-soft interactions of star polymers. The softness of star polymers is also responsible for the slower increase of the zero-shear viscosity with concentration in comparison to hard particles [69, 23].

Previous theoretical and simulation investigations have focused on the behavior of single star polymers in shear flow [70, 71] and on the frictional interactions between two stars [72]. The rheology of concentrated solutions has been studied using a simplified soft-particle model [73, 74], which should mimic a star-polymer through a coarse-grained description; however, this model ignores the deformability of star-polymers in flow. We

![Simulation snapshot of a star-polymer solution with functionality $f = 10$, arm length $N_m = 30$, and concentration $c/c^* = 0.75$ ($c^*$ is the overlap concentration). High shear rate with concentration-dependent Weissenberg number $Wi_c = 153$ is shown. The multiple colors serve to make different star polymers easily distinguishable. Reproduced with permission from Ref. [4].](image)
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Figure 5: Orientation of star polymers characterized by \( \tan(2\chi_G) \), see Eq. (20), as a function of \( Wi_c \). DPD simulation results for various star-polymer concentrations, as indicated, and \( N_m = 10 \) (filled symbols) and \( N_m = 20 \) (open symbols). The dashed black line indicates a scaling behavior \( \tan(2\chi_G) \sim Wi_c^{-1} \) and the solid black line corresponds to \( \tan(2\chi_G) \sim Wi_c^{-0.43} \). Reproduced with permission from Ref. [4].

have investigated the flow behavior of semidilute solutions of star polymers including their configurational and dynamical properties and rheology [4, 75]. The generated shear flow is characterized by the Weissenberg number \( Wi = \dot{\gamma}\tau_z \), where \( \tau_z = \eta_s N_m^2 l^3 / k_B T \) is the Zimm relaxation time of a polymer arm in dilute solution. However, it is clear that the relaxation time of a star polymer has to be different at various concentrations, and therefore a concentration-dependent Weissenberg number \( Wi_c \) is employed [4, 75].

Star polymers in flow experience strong deformation as illustrated in Fig. 4. In addition, they align in flow, which can be characterized by the angle \( \chi_G \) computed as the angle between the eigenvector of the gyration tensor \( G \) with the largest eigenvalue and the flow direction given by [4]

\[
\tan(2\chi_G) = \frac{2G_{xy}}{G_{xx} - G_{yy}}. \tag{20}
\]

The alignment angle of star polymers as a function of \( Wi_c \) for different concentrations is shown in Fig. 5. Shifting different curves for various concentrations onto a single master curve in Fig. 5 supplies the scaling factors for \( Wi_c \), which represent the ratios of concentration-dependent relaxation times. At low shear rates, the angle \( \chi_G \) is close to the equilibrium value \( \pi/4 \) and it follows the expected scaling behavior [76, 14] \( \tan(2\chi_G) \sim Wi_c^{-1} \). At high \( Wi_c \), star polymers deform considerably, and the angle \( \chi_G \) decreases due to alignment of the stars along the flow direction and follows the scaling law of \( \tan(2\chi_G) \sim Wi_c^{-0.43} \). The star-polymer deformation characteristics \( (G_{xx} \text{ and } G_{yy}) \) also show a universal behavior when plotted against \( Wi_c \) [4].

Rheological properties of the star-polymer solutions are characterized through measured viscosities and the first and second normal-stress coefficients, which display plateaus at low shear rates for many polymeric fluids. Figure 6 shows viscosities of the star-polymer solutions for various arm lengths and concentrations. The curves are normalized by the
3.2 Dense brushes of stiff polymers in fluid flow

Polymer brushes have been investigated in many studies [78, 79, 80], because they are an important part of various technological and biological interfacial systems. Major research...
efforts have focused on brushes with flexible polymers (i.e., with negligible bending stiffness on the polymer length), while brushes with stiff filaments (i.e., with non-negligible bending resistance at the scale of contour length) have received limited attention. Such brushes are present in many biophysical systems, for example, lubricating aggrecan brushes in joints [81] and the endothelial glycocalyx layer in blood vessels [82, 83]. In addition, recent technological applications of cantilevered micro- and nano-rod arrays [84] or high-density brushes [85] have been suggested in the context of functionalized surfaces [86].

There exist a few simulation [88, 89, 90] and theoretical [90, 91, 92] studies, where the equilibrium and mechanical properties of stiff-polymer brushes have been investigated. For example, simulations of polymer-brush compression [93, 94] have shown that for the initial deformation such brushes can be much softer mechanically than those made out of flexible polymers. The main reason is that the grafted polymers in flexible-polymer brushes are already in a collapsed (coiled) state, making the brush rather dense and not very susceptible to deformation. In contrast, the flexural rigidity of polymers in stiff-polymer brushes significantly limits polymer collapse, and therefore such a brush is not so dense and the initial deformation of the brush corresponds to the bending of semiflexible grafted polymers. Non-equilibrium properties of a stiff-polymer brush have been studied in simulations [95] with the focus on the response of a glycocalyx layer in blood vessels to fluid flow. The flow-induced deformation of grafted semiflexible polymers has been considered in a mean-field approach [96], where the steric interactions between polymers were not taken into account, limiting the model’s applicability to the deformation of brushes with low grafting densities. We have extended this theoretical model [87] to predict flow-induced deformation of a dense brush of stiff polymers or filaments. In addition, we have also performed a systematic study of the deformation of a semiflexible-polymer brush in flow using mesoscopic simulations (see Fig. 7) for a wide range of grafting densities, polymer-bending rigidities, and shear rates.

Our mean-field approach [87] for brush deformation in shear flow assumes identical bending of all grafted polymers. Thus, a single semiflexible polymer, subjected to a hydrodynamic

![Figure 7: Simulation snapshot of a polymer brush under flow with shear flow in x direction. Semiflexible polymers are grafted on both walls. Reproduced with permission from Ref. [87].](image-url)
20 3.2 Dense brushes of stiff polymers in fluid flow

drag force due to fluid flow and steric interactions due to its neighbors in the grafted lattice, is considered. We consider the torque balance for a circular rod [97], such that external forces \( \mathbf{F}(s) = (F_x(s); F_y(s)) \) are counteracted by the rods’s elastic resistance, as

\[
EI \frac{d \mathbf{r}(s)}{ds} \times \frac{d^2 \mathbf{r}(s)}{ds^2} = \mathbf{F}(s) \times \frac{d \mathbf{r}(s)}{ds},
\]

where \( EI \) is the polymer bending rigidity and \( \mathbf{r}(s) \) is the position on a polymer at curve-linear coordinate \( s \) along the polymer. This equation can be further reduced to the formulation in terms of the local angle \( \theta(s) \) [87] as

\[
EI \frac{d^2 \theta(s)}{ds^2} = F_y(s) \sin \theta(s) - F_x(s) \cos \theta(s),
\]

with the boundary conditions of \( \theta(s)|_{s=0} = \theta_0 \) at the grafted surface and \( d\theta/ds|_{s=L} = \theta_0 \) at the free end.

The force \( \mathbf{F}(s) \) on the filament has two contributions: 1) drag force \( (\mathbf{F}^d(s)) \) due to fluid flow and 2) a force due to excluded-volume interactions \( (\mathbf{F}^v(s)) \). These forces at a position \( s \) can be computed as an integral over local force densities at the filament [87]. The drag force is approximated by using the velocity profile within the brush and friction coefficients from the slender body theory [98]. The local velocity \( u_x(s) \) within the brush is described by the Brinkman equation [99] for flow in porous media as [87]

\[
\frac{d^2 u_x(s)}{ds^2} = \zeta(s) u_x(s) \sigma \frac{d^2 \cos \theta(s)}{ds} - \frac{du_x(s)}{ds} \frac{d\theta(s)}{ds} \tan \theta(s),
\]

where \( \zeta(s) \) is the position-dependent friction coefficient, \( \sigma \) is the grafting density, and \( d \) is the polymer thickness. This equation is the same as that used in the theory for semiflexible-polymer brushes with low grafting densities [96]. Boundary conditions for Eq. (23) are \( u_x(s)|_{s=0} = 0 \) and \( du_x(s)/ds|_{s=L} = \dot{\gamma}|_{s=L} \cos \theta(L) \), where \( L \) is the polymer length.

To describe the steric interactions between the filaments, we introduce a discrete polymer representation similar to that in simulations [87]. Thus, a polymer consists of \( N \) beads with the diameter \( d \). The excluded-volume interactions between beads are approximated by a repulsive potential and the steric interactions are computed as a discrete sum of these forces, representing the integral over the local force density.

Figure 8 presents the relative brush height as a function of the shear rate at the top of the brush, normalized by the bending rigidity of the polymers. The predictions from the theoretical model and simulations agree well. Here, we also show the universality of brush deformation in terms of polymer bending rigidity characterized by \( l_p/L \) \((l_p \) is the persistence length\), if polymers are stiff enough with \( l_p/L \gtrsim 10 \). Clearly, this universal behavior is expected to break down when \( EI/L \) becomes small and comparable to \( k_BT \), i.e. when the grafted polymers become rather flexible. In this case entropic effects have to be considered in addition.

The theoretical model predicts quantitatively the flow-induced deformation of a stiff-polymer brush and its effect on fluid flow. It quantifies the relative contributions of fluid friction, polymer bending resistance, and steric excluded-volume interactions between polymers. As an example, in Ref. [87] we have computed the effect of a brush on the flow resistance, which can be used for the estimation of the influence of the glycocalyx layer on blood flow in microvessels.
3.3 Motion of single RBCs in tube flow

The motion of single RBCs in a cylindrical tube flow mimics their traveling through small vessels in the microvasculature. Since RBCs are very flexible, they are subject to strong deformation in the microcirculation, which depends on local flow and/or geometrical constraints. RBC deformation has been found to be important in the reduction of blood flow resistance [60, 63, 100, 101, 57] and for the release of ATP and oxygen delivery [102, 103]. The knowledge about the behavior of RBCs in micro-flows will also help in the development of lab-on-a-chip applications [104, 105] for the analysis of blood samples and the detection of diseased cells.

Before we discuss the behavior of RBCs in tube flow, we shortly touch upon the dynamics of RBCs in shear flow to point out some similarities. RBC dynamics in shear flow has been investigated experimentally [106, 107, 108], theoretically [109, 107, 110], and in simulations [61, 63, 111, 112, 113]. Experimental investigations [106, 107, 108] have shown that RBCs tumble at low shear rates and tank-tread at high shear rates. The tank-treading motion of a RBC can be imagined as the periodic motion of the RBC membrane, while the inclination angle of the cell remains nearly fixed. The tank-treading membrane motion is possible for RBCs, because they have no inner cytoskeleton; similarly this motion also occurs for capsules and vesicles. The existence of the transition from tumbling to tank-treading is due to a minimum energy state of the RBC membrane such that an energy barrier has to be exceeded in order for a RBC to tank-tread [106]. Note that the experiments [106, 107, 108] have been performed at the viscosity contrast (the ratio between the cytosol and suspending-fluid viscosity) close to unity or even lower, while under physiological conditions the viscosity contrast is equal to about 5-6. Tank-treading of vesicles appears to be suppressed at high enough viscosity contrasts (≈ 5 − 7) [114, 115], and therefore it is plausible to expect that the tank-treading of RBCs might not be relevant under
physiological conditions.

RBCs in Poiseuille flow also show rich behavior, characterized by various shapes including parachutes and slippers [117, 60, 118, 61, 119, 120, 100, 121, 101, 116], as illustrated in Fig. 9. Parachutes are characterized by a symmetric shape similar to a semi-spherical cap and they flow in the center of a tube without significant membrane motion. In contrast, slippers are non-symmetric RBC shapes, where the membrane is subjected to a tank-treading motion. Thus, slippers are mainly differentiated from parachutes by an asymmetric shape and the membrane motion. Experimental studies [120, 118] have illustrated the two types of slippers, a non-centered slipper [120] and centered slipper [118], where the latter may closely resemble a parachute shape. Slipper shapes have been also found in simulations using 2D [100, 101] and 3D models [116].

Recent 2D simulations [100, 101] have yielded a phase diagram of various shapes including parachute, slipper, and a snaking dynamics, as a function of RBC confinement and flow strength. The snaking dynamics is characterized by a wiggling motion of a discocyte shape near the tube center. We have employed 3D simulations [116] to generate a similar diagram of RBC shapes in tube flow, which is only qualitatively similar to the diagram in 2D. Figure 10 shows the RBC shape diagram in 3D for different flow rates and confinements. The flow rate is characterized by a non-dimensional shear rate $\dot{\gamma}^*$, which is a product of the average shear rate (or pseudo-shear rate) and the characteristic relaxation time of a RBC [116]. The confinement $\chi$ is the ratio of an effective RBC diameter and the tube diameter. At strong confinements and high flow rates, parachutes are mainly found, while low confinements lead predominantly to off-center slippers. When the flow rate is small enough, off-center tumbling RBCs are found, which can be explained by the existence of the tumbling-to-tank-treading transition mentioned above for RBCs in shear flow. In contrast to the 3D model results, this region is absent in 2D simulations [100, 101], since this transition cannot be captured by a 2D model. Another prominent difference between the phase diagrams in Fig. 10 and in 2D simulations [100, 101] is the existence of the “confined slipper” in 2D at high confinements which is absent in 3D. Slippers at high confinements in 3D are hindered due to the cylindrical shape of a tube, which makes a confined slipper configuration energetically unfavorable, since it would have to conform the wall curvature.
3.4 Development of blood flow in idealized vessels

Blood flow in idealized vessels (or tubes) has been investigated in a number of experiments [122, 123, 124, 125] and simulations [126, 127, 128, 119, 129, 130]. In tube flow, RBCs migrate away from the wall toward the tube center resulting a near-wall layer free of RBCs [131, 132], as illustrated in Fig. 11. The migration of RBCs away from the wall is mediated by cell-wall hydrodynamic interactions in flow, which is referred to as a lift force [133, 134, 135] and arises due to the non-spherical discocyte shape and high deformability of RBCs. The layer of fluid void of RBCs near the wall is called RBC free layer (RBC-FL) or cell free layer (CFL).
3.4 Development of blood flow in idealized vessels

The viscosity in the RBC-FL is much smaller than that in the tube center populated with RBCs. Therefore, if the thickness of RBC-FL is considerable in comparison with the tube diameter, the effect of the RBC-FL on blood-flow resistance can be significant. This is the reason for the effective blood viscosity appearing to be smaller in microvessels in comparison to much larger vessels in the microvasculature. The effect of the decrease in the apparent blood viscosity with decreasing tube diameter is called Fahraeus-Lindqvist effect [122, 125] and is strongly correlated with the thickness of the RBC-FL.

Blood flow in the microcirculation is quite complex and the distribution of RBCs in a vessel cross-section can be significantly disturbed at vessel bifurcations and junctions, leading to a reduced RBC-FL and an increased flow resistance [136]. After a distortion of RBC-FL at a vessel junction has occurred, RBCs will migrate toward the center of the following vessel segment, leading to a dynamic recovery of the RBC-FL thickness. Thus, the flow resistance in the microvasculature depends on the degree of RBC dispersion at vessel bifurcations and the corresponding recovery length of the RBC-FL in relation to the characteristic length of straight vessel segments in microcirculation.

In order to investigate the importance of this effect, we have studied the convergence of blood flow in idealized vessels starting from a dispersed configuration of RBCs [137]. Hence, the thickness of the RBC-FL is followed in time, after the flow has been turned on. Figure 12(a) presents the development of the RBC-FL thickness $\delta(t)$ for different pressure gradients for the case of tube hematocrit $H_t = 0.45$. Here, the time is scaled by the pseudo-shear rate $\tilde{\gamma}$ of the fully-developed flow. We observe a rapid increase of the RBC-FL thickness up to about $t_{\tilde{\gamma}} \approx 25$, followed by a plateau thickness $\delta_f$ when the RBC-FL has converged. The same curves normalized by $\delta_f$ are shown in Fig. 12(b), where we see that they practically fall on top of each other. This indicates that the shear rate $\tilde{\gamma}$ is the only relevant time scale for the convergence of the RBC-FL and the flow profile. A similar conclusion has been also drawn for other hematocrits with $H_t \leq 0.45$ [137]. Therefore, the convergence of the RBC-FL to $\delta_f$ appears to be nearly independent of hematocrit and is reached within $t_{\tilde{\gamma}} \lesssim 25$. In addition, this conclusion is valid for different vessel diameters $D$ in the range $10 \, \mu m < D < 100 \, \mu m$ [137], corresponding to the vessel sizes where the RBC-FL thickness can play a significant role for blood-flow resistance in the microvasculature.

![Figure 11](image-url): A simulation snapshot of blood flow (RBCs only) in a tube with a diameter $D = 20 \, \mu m$ and at tube hematocrit $H_t = 0.45$. The thin layer between the RBC core and the tube walls is the cell-free layer. Reproduced with permission from Ref. [17].
The RBC-FL development results allow us to estimate the length and time required for the RBC-FL convergence. The flow convergence time is equal to about $t_c \lesssim 25/\dot{\gamma}$ = $25D/\bar{v}$. Consequently, the convergence length is found as $l_c \lesssim \bar{v}t_c = 25D$ [137]. As an example, for $D = 20$ µm the convergence length is equal to approximately $l_c \lesssim 0.5$ mm, independently of the flow rate and $H_t$. Thus, the effect of the RBC core distortion past vessel bifurcations on the blood-flow resistance can practically be neglected if $L \gg 25D$; however, it may considerably affect the flow resistance if $L$ is smaller than or comparable to $25D$. Characteristic lengths of microvessels between bifurcations [28] are on the order of $0.5 - 1$ mm. Hence, the contribution to flow resistance due to the RBC dispersion effect at vessel junctions is expected to be rather small for vessels with diameters $D \lesssim 20$ µm, while in vessels with larger diameters ($20$ µm $\lesssim D \lesssim 100$ µm) this contribution cannot be ignored.

We have also developed a simple physical model to describe the mechanisms which govern the final RBC-FL thickness. The thickness $\delta_f$ is defined by the balance of the lift force on RBCs driving them away from the wall [133, 134, 135] and RBC-RBC interactions or collisions in flow dispersing them. Hence, to describe $\delta_f$ theoretically, the lift force on RBCs, which compresses the cell core of the flow, should be balanced by an effective pressure due to RBC collisions in flow. An effective pressure $\Pi$ in a sheared colloidal suspension has been defined through an effective temperature in Ref. [138] as

$$\Pi = n(k_BT + c_s\eta_{eff} \dot{\gamma}V_r)Z,$$

where $n = H_t/V_r$ is the RBC number density, $c_s$ is a constant, $\eta_{eff}$ is an effective suspension viscosity, $\dot{\gamma}$ is the shear rate, and $Z$ is the compressibility. The first term in Eq. (24) corresponds to the thermal contribution of pressure, while the second term describes the shear-induced component due to particle interactions or collisions in flow [139, 140, 141]. The pressure inside the flow core has to be balanced by the surface pressure $\Pi_s$ from a hydrodynamic lift force ($F_l$) on RBCs [142, 143, 135, 141] and by an entropic repulsion of
3.5 Blood rheology

The mechanics and behavior of RBCs in flow govern rheological properties of blood due to their high volume fraction. In addition, a number of experiments [144, 145, 146] indicated that RBCs can form aggregate structures called “rouleaux”, which resemble stacks of disks (see Fig. 13). The aggregation property of RBCs is correlated with plasma proteins (e.g., fibrinogen) [145, 146] such that an increase in their concentration results in stronger RBC-RBC interactions. The origin of inter-RBC aggregation forces is believed to be either depletion interactions between RBCs [147] due to the presence of a number of suspended molecules and proteins in the plasma or macromolecular bridging due to potential interactions of plasma molecules with the RBC membrane [148]. Both hypotheses are plausible and the exact origin of RBC aggregation interactions has not yet been identified. Rouleaux structures formed under normal physiological conditions are rather delicate and can already break at relatively small shear rates. At high shear rates, the aggregation interactions become unimportant, leading to a full dispersion of RBCs [149]. This process is reversible and rouleaux can form again if the shear rate becomes small enough.

The viscosity of blood has been measured in several rheological experiments [144, 150, 151]. Here, we need to clearly differentiate between whole blood, where RBC aggregation is
3.5 Blood rheology

Figure 14: Blood relative viscosity (suspension viscosity normalized by plasma viscosity) as a function of shear rate at $H_t = 0.45$. Simulation results [152] are shown as black full and dashed lines. Experimental data are for: **Whole blood:** green crosses - Merrill et al. [144]; black circles - Chien et al. [150], black squares - Skalak et al. [151]. **Non-aggregating RBC suspension:** red circles - Chien et al. [150]; red squares - Skalak et al. [151]. Reproduced with permission from Ref. [57].

present, and the non-aggregating RBC suspension, which is obtained by removing the blood plasma and re-suspending RBCs into a neutral protein-free solution. In simulations, these two cases are distinguished through the aggregation interactions which can be turned on or off. Figure 14 shows blood viscosity obtained from a RBC suspension in simple shear flow [152] in comparison to the experimental measurements [144, 150, 151]. The simulation predictions agree well with the experimental data, capturing the effect of RBC aggregation on viscosity at low shear rates. The viscosity of whole blood at low shear rates can be several times larger than that of a non-aggregating RBC suspension. Other simulation investigations [153, 154, 155] have attempted to capture the aggregation effect; however, the viscosity predictions from these studies did not reproduce the steep increase in viscosity at low shear rates.

As no experimental measurements of RBC aggregation forces exist, the strength of RBC aggregation in simulations has been calibrated based on the viscosity value for a single low shear rate [152]. After the correct model predictions for whole blood viscosity were obtained, the model has been used to estimate the maximum force required to break up two aggregated RBCs. The break-up force for two aggregated RBCs in the normal direction was found to be in the range $3.0 \, pN$ to $7 \, pN$. Thus, the aggregation forces are quite small, which makes them consistent with the experimental observations that rouleaux structures are rather delicate and can break up at relatively low shear rates.

Due to the formation of aggregation structures, whole blood is believed to have a yield stress, which is a threshold shear stress required for flow to begin [144, 156, 157]. The existence of yield stress is difficult to confirm directly in both experiments and simula-
tions, and it is usually found by an extrapolation of available viscosity data to zero shear rate. For blood, it has been performed based on available rheological data [144, 156, 157] yielding a value between 0.0015 and 0.005 Pa at $H_t = 0.45$. Our simulation model supports the existence of yield stress for whole blood with a magnitude of about 0.0017 Pa. However, the simulation model predicts no measurable yield stress for a non-aggregating RBC suspension.

The shear-dependent viscosity and yield stress in blood should be correlated with RBC deformability, dynamics, and inter-cell interactions. Such detailed information is not available experimentally, but can be obtained in simulations. In Ref. [152], the local microstructure of blood has been examined and no significant structures were found for the non-aggregating RBC suspension over a wide range of shear rates. In contrast, for whole blood several pronounced peaks in the radial distribution function have been found at low shear rates, indicating the existence of small rouleaux consisting of several RBCs. This supports that the steep increase in blood viscosity at low shear rates and yield stress for whole blood are due to the RBC aggregation interactions such that larger rouleaux structures have to be broken apart before blood is able to flow. The structural data in Ref. [152] also indicates that the shear-thinning behavior of a non-aggregating RBC suspension is not related to any microstructural changes.

To identify the reason for the shear-thinning behavior of a non-aggregating RBC suspension, we took a closer look at the dynamics of single RBCs. In Sec. 3.3, we have briefly discussed that the dynamics of a single RBC in shear flow can be described by the tumbling motion at low shear rates and tank-treading motion at high shear rates. Similar RBC behavior is also found for sheared RBCs within a suspension [152]. Since the viscosity measurements are performed at $H_t = 0.45$, cell crowding hinders free RBC tumbling, leading to a larger resistance to flow. As RBCs start tank-treading at high enough shear rates, a reduction of shear stresses due to lower tumbling constraints occurs, resulting in a lower viscosity of the suspension. Thus, the stretching of RBCs along the flow direction and switching of their dynamics from tumbling to tank-treading are likely to be the main reasons for the shear-thinning behavior of a non-aggregating RBC suspension [152].

This computational model for RBC suspensions is general enough to be employed in investigations of other cell, vesicle, and capsule suspensions. It should be possible to tune the rheological behavior of a suspension by changing the solvent viscosity, material properties of suspended cells, and inter-cell aggregation interactions. In Fig. 15, several examples of the tunable properties of RBC-like suspensions are presented. Results for stiffer cells with 10 times higher Young’s modulus than that for healthy RBCs (red curves) show a considerable increase in viscosity. It is not entirely surprising, as it is known that hardened RBCs lead to an increase in their suspension viscosity [158, 159]. An increase in the RBC rigidity is also highly relevant in many hematologic disorders and diseases such as malaria, sickle-cell anemia, and spherocytosis. Another example in Fig. 15 illustrates the expected decrease, relative to whole blood, in the suspension viscosity for a two-fold reduction in the aggregation strength. Thus, a significant change in the suspension viscosity can be induced by the deformability of suspended particles and their interactions.
3.6 Margination of WBCs, and micro- and nano-carriers in blood flow

White blood cells (WBCs) are part of our organism’s defense system and are mainly located in the blood stream and in the lymphatic system. In case of a problem (e.g., inflammation), WBCs are able to adhere to the vascular endothelium [160, 161] and transmigrate into the surrounding tissue [38]. Prior to vessel wall adhesion, WBCs migrate toward the vessel walls in blood flow [162, 163, 164] through a process called margination. WBC margination is a consequence of interactions of these cells with RBCs in blood flow. In fact, one of the important physical components of the margination process is the lift force [133, 134, 135] due to hydrodynamic interactions of cells with walls. The lift force on RBCs is expected to be larger than that on WBCs due to the non-spherical discocyte shape and high deformability of RBCs and the competition of these forces on RBCs and WBCs may lead to the segregation effect or the margination of WBCs.

WBC margination shows a non-trivial dependence on various blood flow properties including hematocrit, flow rate, vessel geometry, and RBC aggregation. For instance, in vivo experiments on WBC adhesion [164] have demonstrated a high WBC adhesion rate at low flow rates characteristic for venular blood flow and high $H_t > 0.45$. In contrast, in vitro experiments on WBC adhesion in glass tubes [165] suggested no sensitivity of WBC adhesion to $H_t$. Similarly, a 2D simulation study [166] has also suggested no significant effect of $H_t$ on WBC margination. In contradiction to the apparent $H_t$ independence of WBC margination are recent microfluidic experiments [167], which have shown that the most pronounced WBC margination occurs within an intermediate range of $H_t \simeq 0.2 - 0.3$, while at both lower and higher $H_t$ values WBC margination is reduced. In our recent
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**Figure 15:** Tunable properties of cell suspensions. Black lines are viscosities of healthy blood with and without aggregation. The blue line illustrates a decrease in RBC aggregation strength by a factor of two. Red lines represent the viscosities of hardened RBC suspensions with a 10 times larger Young’s modulus than that for healthy RBCs.
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Simulation work in both 2D [168] and 3D [169], we were able to reconcile the existing contradicting observations of WBC margination dependence on $H_t$, showing that a strong margination effect is achieved for an intermediate range of $H_t$ values. The apparent inconsistency with experiments [165] and simulations [166], which indicated no dependence of WBC margination on $H_t$, has been explained by the fact that the $H_t$ values used in these studies fall almost entirely into the region of a strong WBC margination predicted in Refs. [168, 169].

Figure 16 shows an example blood flow with a marginated WBC for $H_t = 0.3$ and $\dot{\gamma}^* = 32$. A non-dimensional shear rate $\dot{\gamma}^*$ is the product of the average shear rate (or pseudo-shear rate) and the characteristic relaxation time of a RBC [169]. During the course of simulations we measure the center-of-mass distribution of a WBC within the tube, which reflects the probability of a WBC to be at a certain position in the tube. From the WBC distribution we compute the margination probability defined as the probability of the WBC center-of-mass to be within a distance $r_w$ away from the wall. Figure 17 presents the WBC margination diagram for $r_w < 5.5 \mu m$. The WBC radius was set to 5 $\mu m$ in all simulations and thus, the condition $r_w < 5.5 \mu m$ is equivalent to a maximum distance of 0.5 $\mu m$ between the WBC surface and the wall. The diagram shows that WBC margination is strongest within the range of $H_t = 0.2 - 0.4$. At low $H_t$, the concentration of RBCs is small leading to a weak WBC margination. At high $H_t$, WBC margination is also attenuated due to interactions of a WBC with RBCs in flow. In Refs. [168, 169], we have shown that for low enough $H_t$ the region in front of a marginated WBC remains virtually free of RBCs, which could otherwise interfere with the WBC and lift it off the wall. However, at large enough $H_t$, due to RBC crowding a marginated WBC may often encounter RBCs in front, which help to effectively displace it away from the wall, leading to a low margination probability. Finally, WBC margination becomes weaker for higher flow rates, which is consistent with experimental observations that WBC margination and adhesion primarily occurs in venules and not in arterioles [164, 170, 167]. As an estimation, the flow rates in the venular part of the microcirculation correspond to the values of $\dot{\gamma}^* \lesssim 90$, while in the arteriolar part the flow rates are higher with $\dot{\gamma}^* \gtrsim 120$ [28, 171].

In Ref. [169], an estimation of the increase in flow resistance due to the presence of a marginated WBC has also been performed. Marginated WBCs increase the flow resistance
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Figure 17: WBC margination-probability diagram calculated for $r_w < 5.5 \mu m$, where $r_w$ is the distance of the WBC center-of-mass from the wall. The small white circles in the diagram indicate performed simulations. No aggregation interactions between RBC were imposed here. Reproduced with permission from Ref. [169].

by up to about 30% for vessel diameters of 20 $\mu m$; this effect on the flow resistance is expected to subside for much larger tube diameters. The WBC margination results are also relevant for the margination of other cells in blood flow with a similar size and deformability properties. For instance, circulating tumor cells are similar in size and are rather stiff [172, 173], indicating that they will mainly marginate in the venular part of microcirculation, and therefore the tissue invasion by tumor cells should largely occur from venules. The WBC margination results are also relevant for microfluidic flow, where the separation of WBCs or circulating tumor cells from whole blood can be of interest.

Similarly to WBCs, margination of micro- and nano-carriers used for drug delivery applications [175, 176] can be expected in blood flow. Successful delivery of micro- and nano-carriers strongly depends on their binding to specific targeted sites, which will be affected by their margination properties. Here, in addition to the various blood flow conditions, we are mainly interested in the effect of particle characteristics such as size, shape, and deformability on their margination. The role of particle size and shape in the efficient delivery is a multi-faceted problem. For example, large enough particles with a diameter ($D_p$) greater than approximately 4 $\mu m$ become trapped in the smallest capillaries of the body [177] and recent experiments suggest that large particles with $D_p \gtrsim 3 \mu m$ are subject to an enhanced phagocytosis [178]. On the other hand, microfluidic experiments [179] indicate that spherical particles with the size of 2 $\mu m$ adhere much more frequently than their sub-micron counterparts. Furthermore, nano-particles with a size below 20 – 30 nm are rapidly excreted through the kidneys [180]. Adhesion of various particles has been studied experimentally [181, 182] and theoretically [183, 184], with the outcome that oblate ellipsoids are subject to stronger adhesion than spheres with the same volume. These studies
show that particle size and shape are also very important parameters for the design of efficient drug-delivery carriers. To better understand the adhesion potential of micro- and nano-particles, we have investigated the margination of particles with different properties in blood flow [174, 185].

Figure 18 presents margination diagrams for circular particles of different sizes (simulations in 2D). The comparison of diagrams clearly indicates that the region of high margination probability becomes smaller with decreasing particle size. The reason for the reduction in margination probability is related to the ratio between particle size and the thickness of the RBC-FL [174, 185]. If the particle has a size similar to the RBC-FL thickness, its distribution shows a pronounced peak in the RBC-FL indicating that the particle spends a lot of time very close to the wall. As the size of a particle is decreased, its margination becomes worse, because its distribution in the RBC-FL does not have a strong peak and smaller particles can also fit better between RBCs in the cellular core of the flow. In fact, the distribution of particles smaller than roughly 250 nm is close to the distribution of the blood plasma, indicating that they can be incorporated well within inter-RBC gaps. This result shows that the margination properties of such small nano-particles can be directly inferred from local $H_t$ distributions. Our numerical observations are also supported by recent in vivo experiments [186] which have shown that particles with a size of about 1 µm are located closer to the vessel wall than smaller nano-particles.
The simulation results in Refs. [174, 185] have also shown that particle margination is most pronounced in small vessels such as capillaries, indicating that their adhesion is most probable in the capillary part of the microvasculature. Particle deformability worsens their margination properties [185], which is similar to the case of WBCs [168]. Ellipsoidal particles possess slightly worse margination properties in comparison with the spherical particles; however, the adhesion of ellipsoids appears to be significantly better [181, 182]. As a conclusion, our simulations suggest that ellipsoidal particles of micron size are favorable for drug delivery in comparison with sub-micron spherical particles [174, 185].
4 Discussion and outlook

4.1 Summary and conclusions

The examples given above and the considerable amount of work in soft matter and biophysics demonstrate that the behavior and rheology of soft-particle suspensions have many generic features as well as many specific aspects which differentiate such systems. For instance, generic features are softness of interactions, the shear-thinning behavior of various suspensions, the tank-treading and tumbling motion of individual particles in a solution, the deformation and interactions in flow, etc. This indicates that the physical mechanisms, which govern the behavior of such systems, are often similar in spite of the apparent differences among various soft systems. One of the examples we showed is the tank-treading motion which occurs for star polymers, vesicles, and RBCs, even though structurally these objects are very different. Shear thinning of various suspensions of soft particles is, perhaps, even more generic and may occur due to structural changes within a suspension, the deformability and alignment of soft particles in flow, and the break-up of aggregates in the case of attractive inter-particle interactions.

Despite many similarities among various soft matter systems, their behavior still shows many differences and specificities both quantitatively and qualitatively. For example, capsules and RBCs possess shear elasticity in comparison to vesicles, which is responsible for the existence of tumbling-to-tank-treading transition at low viscosity contrasts between inner and outer fluids. Another example is the internal viscosity (or friction) which can be changed and controlled for vesicles, capsules, and cells, but such a possibility does not exist in polymer systems. Here, internal viscosity would be one of the parameters for tuning the rheological properties of a suspension. It is also important to note that distinct suspensions may show similar behavior in one regime, but a very different response in another. For example, star-polymer solutions at low shear rates display rheological properties similar to a suspension of rigid-sphere colloids, because the deformation of star-polymers in that regime is very small. With increasing shear rate, star polymers deform and their rheological properties become dissimilar to those of hard-sphere colloids.

A computational framework (e.g., presented methods or other simulation approaches) based on mesoscopic modeling is also rather generic and often can be applied to various soft-matter systems, including polymers, proteins, vesicles, capsules, and cells. This means that such methods should be able to capture many of the generic features of soft-particle suspensions at least qualitatively. However, what makes a simulation powerful is the ability to take a step further and to provide not only qualitative, but also quantitative predictions. At this step, the specificities of a particular system become very important and the corresponding model has to include all the relevant physical details in order to describe the specific features of a particular system. The development of quantitative and realistic models is practically impossible without proper experimental input, making interactions with experimentalists essential. There are already many examples of simulations validated by experiments and used for the quantification of more sophisticated experimental measurements. More importantly, many computational models already attempt to go beyond experimental predictions in order to generate and/or test new physical and biological hypotheses. Hence, such simulations can be employed to guide and optimize experimental tools and settings for a better understanding of involved physical mechanisms.
4.2 Current research directions

The number of the parameters relevant for soft-particle suspensions is very large, including molecular length, stiffness, monomer density within macromolecules, internal viscosity, membrane bending rigidity, membrane shear modulus, particle shape and size, and particle interactions. This poses difficulties in the systematic investigation of their behavior and rheological properties; however, it also offers entirely new possibilities for tuning their properties. Here, accurate modeling of such suspensions opens up great opportunities, since simulations are usually more robust and significantly cheaper than equivalent large sets of experiments. Moreover, the rapid development of the computational capacity of modern supercomputers allows to perform very large and sophisticated simulations, which can closely mimic, extend, or even replace various experimental systems. More work is required in the future to explore the full application potential of such systems and to gain a deeper insight into the relation between microscopic properties and the emergent macroscopic behavior.

4.2 Current research directions

Finally, we would also like to outline a few current research directions. Blood flow will remain an important research topic in the future, because the methods developed and the results obtained so far open the doors to address a broad range of biophysical and biomedical problems and questions. One of the current issues is the viscosity contrast between the cytosol and plasma and its effect on the dynamics of single RBCs and blood flow in microvessels. The examples of RBC dynamics and blood flow shown in this thesis are based on the assumption of the viscosity contrast of unity, while the physiological ratio is close to $5 - 6$. Our preliminary data indicate that the realistic viscosity contrast for a RBC suppresses its tank-treading motion leading to new types of dynamics with significant cell deformations. This effect considerably alters the behavior of single RBCs in microvessels. The viscosity contrast is also likely to change the lift force on flowing RBCs, which in turn alters the migration of RBCs away from the walls. Thus, in this project we depart further away from a more generic RBC model and move closer to a quantitative model for RBCs and blood flow.

Another research direction corresponds to simulations of blood flow in microcirculation. Here, an extension of the employed simulation techniques is required in order to model blood flow in complex vessel geometries and small microvascular networks. The main aim of this research is to better understand blood flow in microvasculature and devise empirical or theoretical models for the behavior of blood cells around bifurcations and vessel junctions, their partitioning and traversal through a microvascular network. Such models will help us understand the perfusion of the microvasculature, blood flow regulation, and the delivery of oxygen and drug carriers. Another important aspect of this research direction is blood flow in various blood-related diseases and disorders, where the structure and perfusion of microcirculation can change and the alteration of blood cell properties may occur.

We also pursue modeling of microfluidic flow. Our main interest in this project is the behavior of soft particles in microfluidics with application to particle sorting and detection of rare solutes. In such devices, a number of physical phenomena can be relevant, including migration in flow, deformability, particle interactions, adhesiveness, device geometry, etc. In relation to this project, we also investigate the behavior of various mixtures, for example,
polymers and cells. This leads to new physical insights for such systems, but is also relevant and useful in many biophysical and biomedical applications.

We also investigate the swimming behavior of microswimmers. The motility and manipulation of microswimmers can lead to a number of potential applications ranging from cargo delivery to micromixing within microfluidic systems. In particular, we are interested in an artificial microswimmer represented by the Janus colloid whose one half is coated with gold. Under external laser irradiation, the gold cap is able to absorb heat leading to a local temperature gradient, which results in microswimmer propulsion due to thermophoresis. Recent experiments [187, 188] have shown that Janus particle propulsion can be significantly altered in binary mixtures near a critical point; however, this behavior remains poorly understood. Thus, we investigate the behavior of Janus colloids in critical mixtures using particle-based mesoscopic numerical simulations.
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Microvascular blood flow resistance has a strong impact on cardiovascular function and tissue perfusion. The flow resistance in microcirculation is governed by flow behavior of blood through a complex network of vessels, where the distribution of red blood cells across vessel cross-sections may be significantly distorted at vessel bifurcations and junctions. In this paper, the development of blood flow and its resistance starting from a dispersed configuration of red blood cells is investigated in simulations for different hematocrit levels, flow rates, vessel diameters, and aggregation interactions between red blood cells. Initially dispersed red blood cells migrate toward the vessel center leading to the formation of a cell-free layer near the wall and to a decrease of the flow resistance. The development of cell-free layer appears to be nearly universal when scaled with a characteristic shear rate of the flow. The universality allows an estimation of the length of a vessel required for full flow development, \( l \leq 25D \), for vessel diameters in the range 10 \( \mu \text{m} < D < 100 \mu \text{m} \). Thus, the potential effect of red blood cell dispersion at vessel bifurcations and junctions on the flow resistance may be significant in vessels which are shorter or comparable to the length \( l \). Aggregation interactions between red blood cells generally lead to a reduction of blood flow resistance. The simulations are performed using the same viscosity for both external and internal fluids and the RBC membrane viscosity is not considered; however, we discuss how the viscosity contrast may affect the results. Finally, we develop a simple theoretical model which is able to describe the converged cell-free-layer thickness at steady-state flow with respect to flow rate. The model is based on the balance between a lift force on red blood cells due to cell-wall hydrodynamic interactions and shear-induced effective pressure due to cell–cell interactions in flow. We expect that these results can also be used to better understand the flow behavior of other suspensions of deformable particles such as vesicles, capsules, and cells.
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Introduction

Flow resistance of a full cardiovascular system is mainly attributed to the resistance of blood flow within microvasculature or microcirculation (Lipowsky et al., 1980; Popel and Johnson, 2005; Pries and Secomb, 2008; Secomb and Pries, 2011), which is comprised of the smallest vessels (e.g., arterioles, capillaries, venules) with diameters up to about 100 \( \mu \text{m} \). In particular, the flow resistance in microvasculature is governed by the flow behavior of blood through a complex network of vessels, and therefore, the knowledge about bulk blood properties is far from sufficient to predict the behavior of blood and its flow resistance in microcirculation. For instance, experimental measurements (Lipowsky et al., 1980; Pries et al., 1994; Pries and Secomb, 2005) of blood flow resistance in vivo have shown that it may be several times larger than that in in vitro experiments on blood flow in glass tubes (Reinke et al., 1987; Pries et al., 1992). Several potential contributions to an increased blood flow resistance in vivo have been suggested. These include vessel irregularities, bifurcations, and junctions, which may affect the distribution of red blood cells (RBCs) in a vessel cross-section (Pries et al., 1994; Secomb and Hsu, 1997; Pries et al., 1989), the presence of endothelial surface layer (or glyocalyx) (Vink and Duling, 1996; Weinbaum et al., 2007) at the vessel walls (Pries and Secomb, 2005; Pries et al., 1997), and the length of vessel sections between bifurcations and junctions (Popel and Johnson, 2005; Pries et al., 1996).

The endothelial surface layer resembles a polymeric brush at a vessel wall with an estimated thickness of about 0.5 — 1.5 \( \mu \text{m} \) (Pries et al., 2000; Yen et al., 2012). Its effect on an increased flow resistance can be interpreted as an effective reduction of the vessel diameter due to the glyocalyx, and a large enough thickness of this layer (~2 \( \mu \text{m} \)) provides a plausible explanation for the discrepancy of experimentally measured blood flow resistances in vivo and in vitro (Pries and Secomb, 2005; Pries et al., 1997). However, contribution of the other effects has not been rigorously studied. As an example, RBCs in microvessels migrate away from the walls leading to a layer near a
wall void of RBCs (Goldsmith et al., 1989; Cokelet and Goldsmith, 1991). This layer is called cell-free layer (CFL), or RBC-free layer, and its thickness is directly associated with the blood flow resistance (Pope and Johnson, 2005; Reinke et al., 1987; Fedosov et al., 2010a). In the microvasculature, blood flow and in particular the distribution of RBCs in a vessel cross-section can be significantly disturbed at bifurcations and junctions resulting in a reduced CFL thickness and an increased flow resistance (Ong et al., 2012). After the RBC distribution is distorted at a vessel bifurcation, in the following vessel segment RBCs will migrate toward the vessel center leading to a dynamic development and recovery of the CFL thickness. Thus, the flow resistance in microcirculation is affected by the degree of RBC dispersion at vessel junctions and the length of the CFL recovery after the distortion in comparison to a characteristic length of vessel segments between bifurcations in microvascular networks.

RBC migration and the development of CFL are governed by hydrodynamic interactions of RBCs with channel walls (Canat and Misbah, 1999; Abkarian et al., 2002; Coupier et al., 2008) and cell–cell interactions or collisions in flow (Kumar and Graham, 2012; Grandchamp et al., 2013). The former RBC-wall interaction is usually referred to as a lift force (Canat and Misbah, 1999; Abkarian et al., 2002; Coupier et al., 2008; Messlinger et al., 2009), while the latter one is called shear-induced diffusion or shear-induced normal stress (Grandchamp et al., 2013; Leighton and Arivos, 1987). The lift force drives RBCs away from the vessel walls, while the cell–cell interactions lead to an effective dispersion of RBCs. The balance between these two contributions at steady flow results in a converged thickness of the RBC flow core and CFL. Clearly, the CFL development and its final thickness are functions of a number of parameters including hematocrit (volume fraction of RBCs), flow rate, vessel diameter, and aggregation interactions between RBCs. There exists a diffusion-based model (Carr, 1989; Carr and Xiao, 1995), which predicts a recovery length of cell interactions or collisions in microvascular networks.

Smoothed dissipative particle dynamics

SDPD (Español and Revenga, 2003) is a mesoscopic simulation technique, where each SDPD particle corresponds to a small volume of fluid instead of individual atoms or molecules. The RBC membrane is represented by a triangulated network model (Discher et al., 1998; Noguchi and Gompper, 2005; Fedosov et al., 2010b; Fedosov et al., 2010c) and coupled to fluid flow using friction forces.

The paper is organized as follows. In the second section, we briefly introduce the simulation techniques employed for RBC and fluid simulations and describe the simulation setup. The third section presents simulation results and the theoretical model, while in the fourth section implications of the results are discussed. We conclude in the fifth section with a brief summary.

Models & methods

We employ the smoothed dissipative particle dynamics (SDPD) method (Español and Revenga, 2003) to model fluid flow. SDPD is a mesoscopic simulation technique, where each SDPD particle corresponds to a small volume of fluid instead of individual atoms or molecules. The RBC membrane is represented by a triangulated network model (Discher et al., 1998; Noguchi and Gompper, 2005; Fedosov et al., 2010b; Fedosov et al., 2010c) and coupled to fluid flow using friction forces.

Finally, we also develop a simple theoretical model which describes well the final CFL thickness when the flow has converged. The model considers the balance between a lift force on RBCs due to cell-wall hydrodynamic interactions and shear-induced effective pressure due to cell–cell interactions in flow. This model supports the idea that these are the two main mechanisms which govern the final CFL thickness. Similar ideas have also been applied to describe dispersion of deformable particles such as vesicles, capsules, and cells, and will trigger new investigations in this area.

Table 1 presents the fluid simulation parameters in units of the fluid particle mass m, the cutoff radius rc, and the thermal energy kBT.

Even though SDPD allows one to directly input desired fluid viscosity η0, the measured dynamic viscosity η of SDPD fluid might be slightly lower than the input value.
different. The assumption that $\eta = \eta_0$ is reliable only if each SDPD particle has a large enough number of neighboring particles, which may require large enough $r_c$ and/or density of fluid particles $n$. Consequently, we advise to always check validity of the approximation directly using a shear flow simulation. For instance, SDPD with the parameters in Table 1 yields slightly larger fluid viscosity measured in a shear flow setup than $\eta_0$.

**Red blood cell model**

To simulate RBCs a triangulated spring-network model (Discher et al., 1998; Noguchi and Gompper, 2005; Fedosov et al., 2010b; Fedosov et al., 2010c) has been employed. Each RBC is constructed by a collection of $N_c$ particles linked by $N_s = 3(N_c - 2)$ springs with the following potential

$$U_p = \sum_{j=1}^{N_s} \left[ k_j l_j \left( \frac{3x_j^2 - 2x_j^3}{4} \right) + \frac{k_p}{l_j} \right],$$  

where $l_j$ is the length of the $j$-th spring, $l_{max}$ is the maximum spring extension, $x_j = l_j/l_{max}$, $p$ is the persistence length, and $k_p$ is the spring constant. This spring definition allows us to define a nonzero equilibrium spring length $l_0$. The bending rigidity of a membrane is modeled as follows

$$U_{bend} = \sum_{j=1}^{N_m} k_m \left[ 1 - \cos \left( \theta_j - \theta_0 \right) \right],$$

where $k_m$ is the bending constant, $\theta_j$ is the instantaneous angle between two neighboring triangles having a shared edge $j$, and $\theta_0$ is the angle representing the spontaneous curvature, which is set to zero in all simulations. Finally, to mimic area-incompressibility of the lipid bilayer and incompressibility of the inner cytosol, we use two constraints with the potentials given by

$$U_{area} = k_d \frac{(A - A_0)^2}{2A_0} + \frac{1}{2} \sum_j \frac{1}{\rho_j} \left( \frac{A_j - A_0}{A_0} \right)^2,$$

$U_{vol} = k_v \frac{(V - V_0)^2}{2V_0},$

where $k_d$, $k_v$, and $k_m$ are the global area, local area, and volume constraint coefficients, respectively. $A$ and $V$ are the instantaneous RBC area and volume, while $A_0$ is the instantaneous area of an individual triangle in a triangulated network. $A_j$, $A_0$, and $V_0$ are the desired total RBC area, area of the $j$-th face (set according to the initial triangulation), and total RBC volume, respectively.

The RBC model parameters (e.g., $p$, $k_p$, $k_0$) can be related to macroscopic membrane properties (e.g., shear, Young’s, and bending moduli) through a linear analysis for a regular hexagonal network (Fedosov et al., 2010b, 2010c). For instance, the membrane shear modulus is given by

$$\mu_0 = \frac{3\sqrt{3}k_BT}{4pl_0 \rho_0 \left( \frac{1}{2} \left( 1 - \frac{x_0}{x_0} \right)^2 + \frac{1}{4} \right)} = \frac{3\sqrt{3}k_BT}{4l_0^2},$$

where $x_0 = l_0/l_0$. The corresponding area-compression $K$ and Young’s $Y$ moduli can be found as $K = 2k_d + k_v + k_0$ and $Y = 4k_d l_0^2/(K + k_0)$. The bending coefficient $k_0$ in Eq. (4) can be expressed in terms of the macroscopic bending rigidity $\kappa$ of the Helfrich model (Helfrich, 1973) as $k_0 = 2\kappa_3/\sqrt{3}$. The coefficients $k_d$, $k_v$, and $k_0$ can be selected large enough to approximate properly area-incompressibility of the lipid bilayer and incompressibility of the inner cytosol. Thus, the necessary model parameters are calculated directly from desired macroscopic RBC properties. In addition, we also employ a “stress-free” model of a RBC obtained by computational annealing such that equilibrium length $l_0$ for each spring is set to the corresponding edge length within initial membrane triangulation (Fedosov et al., 2010b; Fedosov et al., 2010c). This also implies that $l_0 = l_0 \times x_0$ is set individually with $x_0 = 2.2$, see Refs. Fedosov et al. (2010b) and (2010c) for more details.

To describe RBC properties, we define an effective RBC diameter as $D_e = \sqrt{A_e/\pi}$. The average effective diameter for a healthy RBC is equal to $D_e = 6.5 \, \mu m$ (Evans and Skalak, 1980). Table 2 outlines RBC parameters for simulations in units of $D_e$ and $k_BT$, and the corresponding average values for a healthy RBC in physical units.

Coupling between RBCs and the fluid flow is done through viscous friction (Fedosov et al., 2010b) between cell vertices and the surrounding fluid particles. The coupling is implemented via dissipative particle dynamics interactions (Hoogerbrugge and Koelman, 1992; Español and Warren, 1995) using dissipative and random forces similar to $F^D$ and $P^D$ above. The strength $\gamma$ of the dissipative force is adjusted to satisfy no-slip boundary conditions at a membrane. Using an approximation of linear shear flow near the membrane, the coefficient $\gamma$ can be expressed in terms of fluid density $n$, interaction cutoff radius $r_c$, number density of membrane particles $n_m$, and fluid viscosity $\eta$ (Fedosov et al., 2010b). This formulation results in satisfaction of the no-slip BCs for the linear shear flow over a flat membrane; however, it also serves as an excellent approximation for no-slip at the membrane surface. Note that conservative interactions between fluid and membrane particles are turned off, which implies that the radial distribution function is structureless, i.e. $g(r) = 1$.

**RBC aggregation model**

For blood, the attractive cell–cell interactions are crucial to represent aggregation of RBCs. These forces are approximated by the Morse potential

$$U(r) = D_s \text{exp}(2r/r_s) - 2D_m \text{exp}(r/r_s),$$

where $r$ is the separation distance, $r_s = 6.5 \, \mu m$ is the zero force distance, $D_s$ is the well depth of the potential, and $\beta$ characterizes the interaction range. The Morse potential parameters were chosen as $\beta = 1.5 \, \mu m^{-1}$, $r_s = 0.3 \, \mu m$, and $D_s = 0.3k_BT$. For more details see Ref. Fedosov et al. (2011).

**Table 1**

SDPD fluid parameters used in simulations. Mass, length, and energy for SDPD fluid are measured in units of the fluid particle mass $m$, the cutoff radius $r_c$, and the thermal energy $k_BT$, respectively. $\rho$, $D$, and $\eta$ are parameters for the pressure equation, $n$ is the number density of fluid particles, and $\eta_0$ and $\eta$ are the desired and measured dynamic viscosities of the SDPD fluid. In all simulations, we have set $m = 1$, $r_c = 1.5$, and $k_BT = 0.4$.

<table>
<thead>
<tr>
<th>$\mu_0^f$</th>
<th>$\rho_0^f$</th>
<th>$\alpha$</th>
<th>$k_p$</th>
<th>$k_m$</th>
<th>$\eta_0^f$</th>
<th>$\eta^f$</th>
<th>$\eta_0$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>675</td>
<td>10.125</td>
<td>7</td>
<td>675</td>
<td>266.8</td>
<td>10.125</td>
<td>284.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**

RBC characteristics in units of the effective RBC diameter $D_e$ and $k_BT$, and the corresponding average values for a healthy RBC in physical units. $N_c$ is the number of membrane vertices, $A_e$ is the RBC membrane area, $V_r$ is the RBC volume, $T$ is the temperature, $\gamma$ is the membrane Young's modulus, $\kappa_3$ is the membrane bending rigidity, and $k_d$, $k_v$, and $k_0$ are the local area, global area, and volume constraint coefficients, respectively. In all simulations, we have chosen $A_e = 133.5 \, \mu m^2$ and $k_d = 0.4$, which implies that $D_e = 6.5$.
Cell-free layer

Cell-free layer (CFL) is a fluid layer close to the channel wall void of RBCs. In Poiseuille flow, CFL forms due to a hydrodynamically-induced lift force on RBCs close to a wall (Cantat and Mishah, 1999; Abkarian et al., 2002; Messlinger et al., 2009) leading to their migration toward the tube center and leaving a near-wall fluid layer free of RBCs. Fluid viscosity in the CFL region is similar to that of plasma, whose viscosity is considerably lower than the effective viscosity in the tube center populated by RBCs. Thus, a CFL serves as an effective lubrication layer for the RBC core to flow and its thickness is directly associated with the resistance of blood flow. The thickness of the CFL is generally larger for lower hematocrit levels and larger vessel diameters (Maeda et al., 1996; Kim et al., 2007). The measurement of the CFL thickness $\delta$ in simulations is done by projecting RBC vertices of a simulation snapshot onto a plane and fitting a curve which describes the edge of RBC core in flow (Fedosov et al., 2010a). The average distance from the wall to the RBC edge is assumed to be the CFL thickness. To reduce errors in the CFL measurements a number of simulation snapshots at different times are considered.

Simulation setup

The simulation setup contains a single periodic cylindrical channel with a diameter $D = 15 \mu m$ and $80 \mu m$ and the length of $L = 60 \mu m$. The channel is filled with fluid particles and suspended RBCs. The average plasma viscosity under healthy conditions is assumed to be $\eta = 0.0012 \text{ Pa} \cdot \text{s}$. For simplicity, the fluid viscosity inside a RBC is set to be the same as that of blood plasma. The flow is driven by a constant force $f$ applied to each solvent particle, which is equivalent to a constant pressure gradient $\Delta P/L = fn$, where $\Delta P$ is the pressure drop and $n$ is the number density of solvent particles. To characterize the flow we define an average (or pseudo) shear rate $\overline{\gamma}$ as

$$\overline{\gamma} = \frac{\omega}{D},$$

where $\omega = \frac{Q}{A}$ is the average flow velocity with a volumetric flow rate $Q$ through a cross-sectional area $A = \pi D^2/4$.

Before the start of flow, RBCs are distributed almost randomly in the tube as shown in Fig. 1(a). This distribution is achieved by running a simulation without a flow for some time, which allows RBCs to diffuse and reach their equilibrium distribution. After that the flow is started and the development of CFL is measured in time as RBCs migrate away from the wall. For comparison Fig. 1(b) illustrates the distribution of RBCs for $D = 40 \mu m$, $H_t = 0.3$, and $\overline{\gamma} = 298 \text{ s}^{-1}$ after the blood flow has been fully developed. Clearly, RBCs have migrated toward the channel center yielding a CFL near the wall.

Results

Cell-free layer evolution

We first investigate the development of the CFL in blood flow. Already in the absence of flow, a non-zero CFL thickness is measured due to the entropic repulsion (e.g., due to hindered rotational motion) between RBCs and the tube wall. In addition, since we consider relatively small vessel diameters, a non-zero wall curvature prevents RBCs from fully conforming with its cylindrical shape, which also results in a non-zero CFL thickness. After the flow is started, RBCs migrate away from the wall, and the development of the CFL is monitored in time. Fig. 2(a) shows the evolution of the CFL thickness $H_t(t)$ for different driving forces (or pressure gradients) for the case of $H_t = 0.3$ and $D = 20 \mu m$. The time is normalized by the $\overline{\gamma}$ value of the fully-developed flow. The CFL curves show a rapid increase of the CFL thickness up to about $\overline{\gamma} = 25$ followed by a plateau, which we will also refer to as a final CFL thickness $\delta_f$. The values of $\delta_f$ are larger for higher flow rates; however, the growth is clearly limited by excluded-volume interactions between RBCs in the flow core and is expected to approach a constant value for large $\overline{\gamma}$.

Fig. 2(b) presents the same CFL curves with their plateau values scaled by $\delta_f$. The scaled CFL curves appear to be similar indicating that the shear rate $\overline{\gamma}$ is the only relevant time scale here. Thus, the development of CFL for $H_t = 0.3$ is mainly governed by shear forces in flow. A similar conclusion can be drawn for low $H_t$ supported by our simulation data for $H_t = 0.15$ (not shown here) and for higher $H_t$ shown in Fig. 3. Some discrepancies between the curves in Figs. 2(b) and 3(b) for different shear rates indicate that there may exist a second relaxation time. The initial fast time scale is governed by $\overline{\gamma}$ and corresponds to RBC migration away from the wall as it was discussed before. The second time scale is related to cell–cell interactions in flow such that RBCs in the core of the flow have to re-arrange and reach a denser flow-induced packing. This time scale is slower than that for RBC migration, and appears to be more noticeable for larger $H_t$ values. This process is also illustrated in Fig. 4 by the development of hematocrit profile for $H_t = 0.45$. While the initial shift of the local hematocrit curve away from the wall is rather rapid, the further development of local RBC density in the bulk appears to be slower. However, the convergence of the CFL to $\delta_f$ is nearly independent of hematocrit ($H_t \leq 0.45$) and occurs within $\overline{\gamma} = 25$.

To verify that the conclusions made so far do not change significantly for vessel diameters in the range $10 \mu m < D < 100 \mu m$, we performed a

Fig. 1. Simulation snapshots for $D = 40 \mu m$ and $H_t = 0.3$. (a) Before the flow is applied, RBCs are distributed nearly randomly in the tube. (b) After the flow has converged for $\overline{\gamma} = 298 \text{ s}^{-1}$. The CFL region can be clearly seen.
The presence of aggregation interactions between RBCs leads in general to a larger CFL thickness. Fig. 6 compares the development of CFL thickness for the cases with/without aggregation interactions. Initially, the CFL for the simulations with RBC aggregation seems to develop similarly to the cases without RBC aggregation present. However, attractive interactions between RBCs lead to a larger final CFL thickness $\delta_f$ in comparison with that without aggregation. The dynamics of CFL development appears to be not significantly affected by the presence of RBC aggregation such that $\delta_f$ plateau is roughly reached at $t_\gamma \approx 25$, independent of RBC aggregation properties. Note that the strength of RBC aggregation used here corresponds to normal aggregation level in blood under healthy conditions (Fedosov et al., 2011), and stronger aggregation interactions between RBCs, which may be present in some blood diseases and disorders, may alter the conclusions. However, we expect that effective attraction between RBCs should shorten the time for CFL convergence rather than extend it and therefore, the estimated CFL development time should become even faster for stronger RBC aggregation. Finally, at high enough flow rates ($t_\gamma \approx 50$ s$^{-1}$ for the healthy aggregation level) RBC aggregation should not make a significant contribution to blood flow properties (Fedosov et al., 2011), see also Fig. 7(a).

**Theoretical model for CFL**

The importance of CFL thickness is its direct correlation with blood flow resistance. The larger the CFL, the lower the resistance to blood flow will be, which has been found in the Fahraeus–Lindqvist effect (Fahraeus and Lindqvist, 1931). The final CFL thickness $\delta_f$ increases with flow rate and channel diameter as illustrated in Fig. 7. Also, RBC aggregation enhances the CFL at least at small enough flow rates. The final CFL thickness $\delta_f$ is a consequence of the lift force on RBCs driving them away from the wall (Cantat and Misbah, 1999; Abkarian et al., 2002; Messlinger et al., 2009) and cell–cell interactions or collisions in.
the bulk of flow dispersing the RBCs. Thus, to describe $\delta_f$ with respect to different shear rates theoretically, the lift force on RBCs, which compresses the cell core of the flow, should be balanced by an effective pressure due to collisions in flow. Following the idea based on an effective temperature in Ref. Vollebregt et al. (2012), a particle pressure $\Pi$ in a sheared colloidal suspension can be described as

$$\Pi = n \left( k_b T + c_i \eta_{\text{eff}} \gamma V_f \right) Z,$$

where $n = H/v_i$ is the RBC number density, $c_i$ is a constant, $\eta_{\text{eff}}$ is an effective suspension viscosity, $\gamma$ is the shear rate, and $Z$ is the compressibility. The first term in Eq. (8) corresponds to the thermal contribution of pressure, while the second term represents the shear-induced component due to particle interactions or collisions in flow (Grandchamp et al., 2013; Leighton and Acrivos, 1987; Frank et al., 2003). The compressibility $Z$ for a suspension of spherical colloids has a number of different theoretical approximations, where that by Carnahan & Starling (Carnahan and Starling, 1969) is perhaps the most successful one with

$$Z(\phi) = \frac{1 + \phi + \phi^2 - \phi^3}{(1-\phi)^2}.$$

where $\phi$ is the particle volume fraction and $\alpha = 3$. For RBCs, the compressibility $Z$ is likely to increase slower with $\phi$ than that for rigid spheres, so that $\alpha$ is likely to be smaller than 3. However, exact details are not so important here, since our goal is a semi-quantitative approximation of CFL.

The particle pressure inside the flow core is balanced by the surface pressure $\Pi_s$, which arises from a hydrodynamic lift force on RBCs and an entropic repulsion of RBCs from the wall due to hindered rotational motion. The entropic repulsion force can be approximated as $F_e = k_b T/h$ (e.g., for a rigid disk), where $h$ is the distance from the cell’s center-of-mass to the wall. This force is only important at distances smaller than the disk radius and at very low shear rates $\gamma < 10 \text{s}^{-1}$; for instance, it provides a non-zero CFL thickness in absence of flow. Here, we omit any dependence of $F_e$ on the shear rate (in general, $F_e$ should

### Figure 4

Development of the hematocrit profile in time after flow has been started for the case of $H = 0.45$, $D = 20 \mu m$ and $\gamma = 117 \text{s}^{-1}$. Different lines correspond to different times.

### Figure 5

Development of the CFL thickness in time after flow has been started. The time is normalized by the pseudo-shear rate $\gamma$. (a) Simulations for $D = 40 \mu m$ and different $H$ values. (b) CFL thickness development for different vessel diameters and pseudo-shear rates.

### Figure 6

Effect of RBC aggregation. CFL development over time for blood flow with/without RBC aggregation interactions. $D = 20 \mu m$ and $H = 0.3$. 

Carnahan & Starling (Carnahan and Starling, 1969) is perhaps the most successful one with

$$Z(\phi) = \frac{1 + \phi + \phi^2 - \phi^3}{(1-\phi)^2}.$$

where $\phi$ is the particle volume fraction and $\alpha = 3$. For RBCs, the compressibility $Z$ is likely to increase slower with $\phi$ than that for rigid spheres, so that $\alpha$ is likely to be smaller than 3. However, exact details are not so important here, since our goal is a semi-quantitative approximation of CFL.
reduce with increasing shear rate), since its contribution becomes negligible in comparison with the lift force already for $\gamma \geq 1$. Thus, the surface pressure can be approximated as

$$\Pi_f = \frac{F_f}{D^2} = \frac{k_B T}{h D^2} + \frac{C_{\text{el}} D^2}{h^2} \gamma,$$

where $F_f$ is the lift force (Coupier et al., 2008; Grandchamp et al., 2013; Messlinger et al., 2009; Sukumaran and Seifert, 2001) and $C_{\text{el}}$ is a constant. In general, the lift force would depend on particle properties (e.g., rigidity, viscosity contrast between inner and outer fluids) and its dynamics (e.g., tank-treading or tumbling, inclination angle), so that Eq. (10) should be considered as an expression which captures general trends of a lift force on RBCs. The balance between these two pressures ($\Pi_f = \Pi$) allows us to describe semi-quantitatively the CFL thickness for different shear rates. As an approximation in both Eqs. (8) and (10), we assume that $\gamma = \frac{T}{h}$ of the tube flow, while $\eta_{\text{eff}}$ in Eq. (8) is calculated according to the empirical relations for blood flow in tubes (Pries et al., 1992). Also, for the compressibility $Z$ in Eq. (9) we assume that $\alpha = 2$, since a suspension of RBCs should be more compressible than that of hard spheres. Fig. 8 presents the simulation data for $\delta_f$ against fits of the theoretical model with $c_1 = 10^{-4}$ and $c_2 = 10^{-3}$. The symbols correspond to simulation data, while the solid lines with corresponding colors are fits by the theoretical model. In spite of the simplicity of the model, the theoretical fits describe the data quite well, especially for a fixed diameter $D = 20 \mu$m and different $H_t$ values. The agreement for different diameters and $H_t = 0.3$ is less satisfactory.

**Discussion**

Our simulations show that the initial rapid RBC migration away from the wall is nearly independent of the various conditions, such as hematocrit and flow rate, when scaled with the characteristic shear rate. This indicates that initially the shear rate is the only relevant time scale for the CFL migration. An experimental investigation of vesicle migration away from a wall (Coupière et al., 2008) has shown that vesicle displacement $\Delta y$ follows a power-law behavior $\Delta y \sim t^\beta$. A log–log plot of the CFL development curves shown as an inset in Figs. 2 and 3 indicates that the initial rapid CFL-thickness increase is close to a power-law behavior with an exponent equal to or smaller than 1/3. The value of 1/3 corresponds to the dependence of lift force on the distance $h$ as $F_f \sim 1/h^2$ for the migration of single cells. However, the initial migration of RBCs appears to be slower than the power-law behavior with an exponent 1/3 due to cell–cell interactions. At later times, the RBC migration slows down even further and another time scale corresponding to the relaxation of RBC core becomes relevant. This can be seen better for the case of $H_t = 0.45$ in Fig. 3, where cell–cell interactions affect the CFL convergence. However, for all investigated hematocrit levels ($H_t \leq 0.45$) the rearrangement process of RBCs in the flow core only weakly affects the time for CFL convergence as shown in Figs. 2 and 3.

Another important conclusion, which can be drawn from the CFL development results, is that the length of blood-flow convergence to steady state is practically independent of the flow rate for vessel diameters in the range 10 $\mu$m $< D < 100$ $\mu$m. Thus, for physiological hematocrit levels, including those for normal microvascular blood flow (Upovsky et al., 1980; Pries et al., 1986), the flow convergence time is equal to about $t_c \leq 25/\gamma = 25D/\eta$. Then, the length required for the flow to converge is $l_c \leq 25D/\gamma$; for instance, for $D = 20$ $\mu$m,
The CFL thickness might be difficult to define properly, since the vessel diameter is comparable to or smaller than the RBC size; this makes the estimation for the length of blood flow convergence rather unpractical. In vessels with a diameter larger than 100 μm, the CFL thickness becomes small in comparison with D, and therefore its effect on blood flow resistance can be nearly neglected.

The estimation of the convergence length for blood flow has direct implications for quantifying this effect on the flow resistance in microcirculation. Microcirculatory blood flow is not always steady, since, for instance, the distribution of RBCs in a vessel cross-section can be significantly distorted at bifurcations leading to a diminished CFL and an increase in the flow resistance. Following the flow development after a dispersion of RBCs, we can estimate an effective increase in resistance. For this purpose, we divide a length L of the channel into a number of slices of thickness Δx. Then, the pressure drop ΔP(ξ) at every slice i is equal to

$$ΔP(ξ) = \frac{1280η(ξ)Δx}{πD^4},$$  \hspace{1cm} (11)

where η(ξ) is the effective viscosity at a slice ξ, which is a monotonically decreasing function of x as x → L, since the CFL develops and its thickness increases. When, the CFL thickness comes to a plateau value, the local effective viscosity would also saturate. On the other hand, the channel length L can be expressed as

$$L = \frac{1}{\sum_{i=0}^{n} η(ξ)/Δx ≈ \frac{1}{\int_0^L η(ξ)dξ} = \frac{1}{\eta_g},}$$  \hspace{1cm} (12)

The effective resistance over the channel length L characterized by η_g will mainly depend on L and the initial dispersion of RBCs which would affect η(0). The performed simulations correspond to the worst-case scenario of RBC dispersion, since they are allowed initially to diffuse and fill up the full channel cross-section. Therefore, the maximum value of η(0) can be estimated as the bulk viscosity of blood for a given tube H, which is normally several times larger than the plasma viscosity for physiological H values. However, the RBC core distortion past vessel bifurcations in blood flow is likely to be less than that assumed initially in simulations and hence, χ(ξ) is generally expected to be even smaller in microcirculation. With respect to the vessel length L, the effect of potential RBC dispersion can be practically neglected if L ≫ 25D; however, it may noticeably increase the flow resistance if L is smaller than or comparable to 25D, which is an approximate CFL convergence length. Characteristic lengths of microvascular vessels between bifurcations (Popel and Johnson, 2005) are on the order 0.5 – 1 mm. Thus, the contribution to blood flow resistance due to the potential RBC dispersion at vessel bifurcations and junctions is expected to be rather small for vessels with diameters D ≤ 20 μm, while in vessels with larger diameters (20 μm ≤ D ≤ 100 μm) this contribution should be significant.

Aggregation interactions between RBCs lead to a reduction of blood flow resistance evidenced by the increased terminal CFL thicknesses in Fig. 7(a). The corresponding flow resistance characteristics by the relative viscosity are shown in Fig. 9. The relative viscosity is defined as $\eta_{rel} = Q_{plasma}/Q_{RBC}$, where $Q_{plasma}$ corresponds to the rate of flow of plasma without RBCs, while $Q_{RBC}$ is the flow rate of blood for the same pressure gradient. Analogously, $\eta_{rel} = \eta_{app}/\eta_h$, where $\eta_{app}$ is the apparent blood viscosity in tube flow. The curves in Fig. 9 demonstrate that aggregation interactions in blood lead to a decrease in flow resistance at least at the low flow rates, which is qualitatively consistent with the experimental results (Reinke et al., 1987). These low flow rates would be relevant in the venular part of microcirculatory blood flow. It is also likely that the aggregation interactions between RBCs would lead to a lower distortion of RBC flow core at bifurcations further contributing to the reduction of flow resistance.

The theoretical model for the $\dot{c}_f$ thickness confirms that the main mechanisms for CFL formation are the lift force which drives RBCs away from the wall and the shear-induced pressure due to cell–cell interactions in flow which disperses RBCs. Thus, $\dot{c}_f$ corresponds to a CFL thickness when these two driving forces balance each other. The value of $\dot{c}_F$ for RBC suspension is considerably smaller than that estimated for colloidal suspensions ($\dot{c}_F \approx 5$ RBC in Ref. Vollebregt et al., 2012). This might be due to an alignment of RBCs in flow such that the effective particle size for inter-cell collisions is much reduced. Another uncertainty comes from the assumption for the function ζ whose value might be well overestimated. The value of $\dot{c}_F$ in this work also appears to be much smaller than that suggested for single vesicles ($\dot{c}_F \approx 0.1 – 0.2$) in Refs. Messlinger et al. (2009) and Sukumaran and Seifert (2001). A reduction in lift force is likely to happen due to the alignment of RBCs in flow and their increased concentration. However, the ratio of the constants $c_1$ and $c_0$, which determines the value of $\dot{c}_F$ at large $\dot{r}$, is not very far from the above estimations (Messlinger et al., 2009; Vollebregt et al., 2012; Sukumaran and Seifert, 2001). Due to a number of simplifying assumptions, the discrepancies between the $\dot{c}_F$ values and the fits in Fig. 8 are not entirely surprising and can be easily alleviated by changing the constants $c_1$ and $c_0$, which are likely to be sensitive to different RBC dynamics and local concentration. Finally, following these arguments we can often anticipate the changes in CFL thickness and flow resistance. For example, for rigidified RBCs the lift force should be considerably reduced, and therefore, it should result in a smaller CFL thickness. Furthermore, more spherical suspended cells and/or particles than RBCs are also subject to a reduced lift force from the wall.

In our simulations, we employed same viscosity for the suspending fluid and RBC cytosol and neglected the RBC membrane viscosity. For a healthy RBC, the viscosity contrast λ, defined as the ratio of cytosol over blood plasma viscosity, is approximately λ = 5. Recent experiments (Vitioka et al., 2008) and simulations (Yazdani and Bagchi, 2011) indicate that the viscosity contrast strongly affects the tumbling-to-tank-treading transition, which is known to shift to higher shear rates with increase in the viscosity contrast. For high enough λ ≥ 5, the tank-treading motion of a single RBC might be suppressed. In addition, a non-zero membrane viscosity further intensifies this effect increasing the effective viscosity difference (Noguchi and Gomper, 2004). Thus, the tank-treading of a RBC membrane is strongly suppressed, but still partially possible due to effective confinement.
interactions between RBCs. The preference for tumbling dynamics of RBCs will likely lead to a reduction of the lift force on RBCs (Coupier et al., 2008; Messlinger et al., 2009) and an enhancement of cell dispersion in the RBC core. Such changes would result in a smaller CFL thickness of the developed flow and a larger flow resistance in comparison with the case of \( \lambda = 1 \) investigated here. Due to a smaller lift force, the migration of RBCs away from the wall will also likely become slower. However, it is difficult to predict the length required for the CFL convergence, since the final CFL thickness will also be affected by the viscosity contrast. Thus, this issue requires further investigation.

Finally, the simulation predictions for the CFL convergence and the required vessel length need experimental validation. An experimental setup would require measurements of the CFL thickness at a number of consecutive positions along a tube or a vessel. For instance, an experiment with sudden start-up might be an option. Alternatively, an experiment, where the changes in CFL right after a tube inflow are monitored, would be mimicked by the simulations. Several experiments on measurements of the CFL near bifurcations [Pries et al., 1989; Ong et al., 2012] already exist; however, a direct comparison with the presented simulation data is not feasible.

**Summary**

We have investigated the development of CFL in blood flow starting from a fully dispersed cell configuration. RBCs migrate away from the wall due to a lift force which arises from cell-wall hydrodynamic interactions. The convergence of CFL thickness toward a constant \( \delta_L \) value at steady-state flow appears to be nearly universal if scaled with the average shear rate, and the corresponding power-law behavior has a similarity with that of a single vesicle migrating away from a wall. Aggregation interactions between RBCs lead to a larger CFL thickness in comparison to the flow where attractive interactions between cells are absent. The final CFL thickness \( \delta_L \) is well described by a theoretical argument that at steady state a balance between lift forces on RBCs and shear-induced effective pressure due to cell–cell interactions in flow exists. The theoretical model describes quite well the \( \delta_L \) dependence on shear rate in spite of many simplifying assumptions made.

Our results allow us to estimate the effect of a reduced CFL thickness on blood flow resistance which may occur, for instance, at vessel bifurcations where RBCs can get dispersed. The universality of CFL convergence with respect to flow rate results in the estimation for the vessel length \( l_v \) required for full CFL development to be less than or equal to 25D for vessel diameters in the range 10 \( \mu \text{m} \) \( \leq D \leq 100 \, \mu\text{m} \). Thus, in vessels with a length comparable to or shorter than 25D the effect of RBC dispersion on the flow resistance might be considerable, while in much longer vessels this effect may be neglected. Quantitatively, this effect can be taken into account by averaging the effective fluid viscosity \( \eta(x) \) along the vessel length, which is directly associated with the CFL development. Finally, the presented results are not only relevant for blood flow, but also for a flow of suspension of deformable particles such as vesicles, capsules, and cells. Their migration mechanisms are expected to be similar, even though quantitatively the current predictions may be altered, since the lift force and shear-induced pressure depend on the properties and dynamics of specific particles. We hope that the presented results will trigger further investigations of such systems in order to better understand their flow properties.
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Abstract – Dense filamentous brush-like structures are present in many biological interfacial systems (e.g., glycocalyx layer in blood vessels) to control their surface properties. Such structures can regulate the softness of a surface and modify fluid flow. In this letter, we propose a theoretical model which predicts quantitatively flow-induced deformation of a dense brush of stiff polymers or filaments, whose persistence length is larger or comparable to their contour length. The model is validated by detailed mesoscopic simulations and characterizes different contributions to brush deformation including hydrodynamic friction due to flow and steric excluded-volume interactions between grafted filaments. This theoretical model can be used to describe the effect of a stiff-polymer brush on fluid flow and to aid in the quantification of experiments.
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Introduction. – Polymer brushes have been subject to enormous interest in the last several decades due to their importance in various technological and biological systems [1–3]. However, the main focus of most experimental, theoretical, and simulation studies has been on the behavior of brushes consisting of grafted flexible polymers (i.e., with negligible flexural stiffness on the length of a polymer). Brushes with stiff chains, whose persistence length is larger or comparable to the contour length, have received limited attention to date, in spite of their frequent presence in many biophysical systems. Dense filamentous brush-like structures often serve as structural elements in the human body with the examples of lubricating aggregate brushes in joints [4], endothelial glycocalyx layer in blood vessels [5,6], periciliary layer of lung airway [7], and hair cells in the inner ear mediating the sense of hearing and balance [8,9]. Better understanding of their nonequilibrium behavior, for instance their response to flow, will lead to insights into the functionality of the respective structures and the effects of pathological alterations. Technologically, brushes with stiff grafted elements, such as cantilevered micro- and nano-rod arrays [10] or high-density brushes [11], can be used in nanofluidic devices [12] or in the context of functionalized surfaces [13].

Equilibrium properties of stiff-polymer brushes have been investigated in a few simulation [14–16] and theoretical [16–18] studies predicting the brush height. In silico compression tests of dense semiflexible-polymer brushes [19,20] have shown that such brushes might be much softer mechanically than the brushes made out of flexible polymers making them useful in micro-flow applications. As an example, the response of a glycocalyx layer in blood vessels to fluid flow has been studied in simulations [21] predicting a flow-rate–dependent increase in the flow resistance. Recently, a mean-field approach [22] has been developed to describe the flow-induced deformation of grafted semiflexible polymers. In this theory, the steric interactions between polymers have been neglected limiting the model’s applicability to the deformation of a single grafted polymer.

In this letter, we develop a theoretical model which is able to describe quantitatively the flow-induced deformation of a dense stiff-polymer brush and its effect on flow. The model is applicable to the brushes where individual grafted polymers or filaments possess a persistence length which is larger or comparable to their total contour length. To validate this model we perform corresponding mesoscopic simulations for a wide range of conditions including polymer elasticity, grafting density, and flow rate. The model allows us to identify the importance of different contributions to brush deformation such as hydrodynamic friction due to flow and steric excluded-volume interactions between polymers. This model can be employed for the quantification of experiments in biological settings and for the development of brush interfaces with specific surface properties. It can be also used to describe the
behavior of a stiff-polymer brush in flow, where explicit brush modeling is difficult or unfeasible.

Simulations. – To illustrate the system of interest, fig. 1 presents the simulation setup, where a slit-like geometry with a height $D$ is employed. Both the top and bottom walls are covered by stiff polymers grafted on the square lattice with a constant $a_{lat}$. The polymers are built up from $N = 11$ bonded beads with a diameter $d = 1.0$ and the potential energy given by

$$U = \sum_{i=1}^{N-1} \left[ \frac{k_s}{2d^2} (r_{i,i+1} - d)^2 + \frac{EI}{d} [1 - \cos \theta_i] \right],$$  

(1)

where $k_s$ is the spring constant, $r_{i,i+1}$ is the distance between the beads $i$ and $i + 1$, $EI$ is the bending rigidity, $\theta_i$ is the angle between two consecutive springs, and $EI/k_s = d^2/16$. The polymers are stifferly anchored at the surface by fixing the bead $i = 1$ at the surface and the bead $i = 0$ inside the surface. To prevent overlap between beads, the purely repulsive, shifted, and truncated at $r_c = d$ Lennard-Jones (LJ) potential [23] is introduced with the parameters $\epsilon = k_BT$ and $2^{1/6}\sigma_{LJ} = d$, where $k_BT$ is the thermal energy unit.

To model the fluid flow, we employ the smoothed dissipative particle dynamics (SDPD) method [24] using a density of $n_s = 3$ for both fluid and wall particles. Interactions of the fluid particles with the polymer beads are mediated by friction forces. Shear flow is generated by moving one of the walls with a constant velocity. The Poiseuille flow is driven by an external force $f_q$ which acts on each fluid particle in the $x$-direction. This corresponds to a pressure drop $\Delta P$ along the slit length $L$ such that $f_qn_s = \Delta P/L$.

To characterize the simulated systems we use several dimensionless parameters such as the bending rigidity of the grafted polymers,

$$\frac{l_p}{L} = \frac{EI}{k_BT},$$  

(2)

grafting density $\sigma = (d/a_{lat})^2$, and non-dimensional shear rate,

$$\tilde{\gamma} = \frac{\eta L^3}{k_BT} \gamma.$$  

(3)

Here, $l_p/L$ is the ratio of polymer persistence and contour lengths, $\eta$ is the fluid’s viscosity, and $\tilde{\gamma}$ is the shear rate on top of a brush. The effective brush height $h$ is calculated using the first moment of the polymer-bead density profile similar to that in ref. [21],

$$h = 2 \int y \rho(y) dy / \int \rho(y) dy.$$  

(4)

To verify our simulation model, we compare in fig. 2 the SDPD results with previous simulations of grafted semiflexible polymers in shear flow using the Brownian-dynamics and lattice-Boltzmann methods [22]. The SDPD results of this work are in excellent agreement with the previous simulations of similar brush systems [22]. In addition, we have also tested whether the type of shear flow (e.g., Couette or Poiseuille) over a brush may have a considerable effect. Figure 2 shows that brush deformation appears to be nearly independent of the flow applied and can be well characterized by $\tilde{\gamma}$. To span a wide range of conditions, we have simulated systems with grafting densities $\sigma$ in the range from 0.01 to 1 (which corresponds to SC close packing), polymer elasticities $l_p/L$ between 10 and 100, and shear rates $\tilde{\gamma}$ between 10$^3$ and 10$^4$. Note that the grafted polymers are relatively stiff with $l_p/L > 1$, and, therefore, entropic conformational changes such as polymer coiling can be practically neglected. The corresponding Reynolds numbers $Re = vL/a_s/\eta$, with $v$ being
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the velocity at the brush top, have been kept between $10^{-6}$ and $10^{-4}$ to ensure no inertial effects. Monitoring of bond lengths has shown that no significant extension ($\leq 1\%$) of polymers has been present, and thus, polymer stretching can be neglected.

**Theory.** – Our mean-field approach to describe the behavior of stiff polymer brushes in shear flow assumes identical deformation for all polymers. Thus, we consider a single polymer as an elastic cantilever which is subject to a hydrodynamic drag force due to fluid flow and steric interactions due to its neighboring polymers in the lattice. The polymer deformation is described by its internal curve-linear coordinate $s \in [0, L]$ and the angle $\theta(s)$ between the $y$-axis and a local tangent line at $s$. The correspondence of internal coordinates to the Cartesian coordinates is simply done as $x(s) = \int_0^s \sin \theta(s')\, ds'$ and $y(s) = \int_0^s \cos \theta(s')\, ds'$.

The torque balance for a circular rod [25], where external forces $(\mathbf{F}(s) = (F_x(s); F_y(s)))$ are counteracted by the rod's elastic resistance, leads to

$$EI\frac{d^2 r}{ds^2} = F_y(s) \sin \theta(s) - F_x(s) \cos \theta(s),$$

where $r(s)$ is the position on a rod at $s$ such that $dr(s)/ds = (\sin \theta(s); \cos \theta(s))$. This equation formulated in terms of the local angle $\theta(s)$ reduces to

$$EI\frac{d^3 r}{ds^3} = F_y(s) \sin \theta(s) - F_x(s) \cos \theta(s),$$

with the boundary conditions of $\theta(s)|_{s=0} = \theta_0$ at the grafted surface and $d\theta/ds|_{s=L} = 0$ at the free end. $\theta_0$ characterizes the grafting angle between the polymer beam and the surface's normal and can generally be a constant or a function of stress applied to the beam. However, in the current study we investigate perpendicular grafting of stiff filaments to a surface with $\theta_0 = 0$.

The force $\mathbf{F}(s)$ consists of two contributions: i) drag force ($\mathbf{F}^d(s)$) from fluid flow and ii) a force due to excluded-volume interactions ($\mathbf{F}^e(s)$), and thus, $\mathbf{F}(s) = \mathbf{F}^d(s) + \mathbf{F}^e(s)$. Note that beam stretching is neglected. The force at a position $s$ can be found as an integral over local force density $(\mathbf{F}(s) = \int_0^L f(s')\, ds')$ such that

$$\mathbf{F}(s) = \int_0^L f(s')\, ds'.$$

The force density of the drag force exerted on a stiff polymer is given by

$$f^d_{\|}(s) = f^d_{\bot}(s) \cos \theta(s) + f^d_{\bot}(s) \sin \theta(s) = \left(\zeta_{\|} \cos^2 \theta(s) + \zeta_{\bot} \sin^2 \theta(s)\right) \eta u_x(s) = \zeta_{\|} \eta u_x(s),$$

where $f^d_{\|}(s)$ and $f^d_{\bot}(s)$ are the corresponding normal and parallel components of the force density with the convention that $f^d_{\|}(s)$ is directed with the $x$-axis and down to the wall (see fig. 1), while $f^d_{\bot}(s)$ has a tangential direction toward the increase of the $s$-coordinate. $\zeta_{\|}$ and $\zeta_{\bot}$ are the normal and tangential components of the friction coefficient per unit length, $\zeta(s) = \zeta_{\|} \sin^2 \theta(s) + \zeta_{\bot} \cos^2 \theta(s)$, and $u_x(s)$ is the local flow velocity and $u_0 = 0$. The friction coefficients are approximated using the slender body theory [26] for a thin cylinder similar to that in ref. [27],

$$\zeta_{\|} = \frac{8\pi}{\ln(L/d) - \frac{1}{2} + \ln(2)},$$

$$\zeta_{\bot} = \frac{4\pi}{\ln(L/d) - \frac{1}{2} + \ln(2)}.$$

Note that these friction coefficients describe a drag on an isolated rod. If we neglect hydrodynamic interactions, the drag force on a polymer can be described using a single friction coefficient $\zeta = \zeta_{\parallel} = 3\pi$ as in ref. [22]. In this case, the force density $f^d_{\parallel}(s)$ vanishes. The differences in model predictions using these two limiting cases for the friction coefficients will be discussed further in text.

The local velocity $u_x(s)$ depends on hydrodynamic penetration into the brush [28] and is described by the Brinkman equation [29] for flow in porous media as

$$\frac{d^2 u_x(y)}{dy^2} = \zeta(y) \frac{\sigma}{d^2} \frac{u_x(y)}{\cos \theta(y)}.$$

The same equation has been also used in the theory by Kim et al. [22]. Boundary conditions for eq. (10) are $u_x(y)|_{y=0} = 0$ and $du_x(y)/dy|_{y=\max} = \gamma|_{s=L}$. Equation (10) in internal coordinates becomes

$$\frac{d^2 u_x(s)}{ds^2} = \zeta(s) u_x(s) \frac{\sigma}{\cos \theta(s)} - \frac{du_x(s)}{ds} \tan \theta(s),$$

with $u_x(s)|_{s=0} = 0$ and $du_x(s)/ds|_{s=L} = \gamma|_{s=L} \cos \theta(s)$ being boundary conditions.

To introduce the steric interactions between the filaments, we discretize the beam into $N = [L/d]$ spheres similar to the polymer representation in simulations, where the symbol $[\ast]$ denotes the integer floor function. Since identical deformation of all polymers is assumed, only steric interactions in the plane of beam deformation need to be considered. Therefore, the calculation of volume exclusion interactions includes only the two neighbors surrounding a beam in the flow direction. Finally, the force density $\mathbf{F}^e_n$ on a sphere $n \in [0, \ldots, N-1]$ in a discretized beam due to excluded-volume interactions is computed by a sum over all spheres $j$ of neighboring polymers within the plane of beam deformation as

$$\mathbf{f}^e_n = \sum_j \mathbf{g}_{n,j} d,$$

where $g_{n,j}$ is the force between spheres $n$ and $j$ approximated by a simple repulsive force,

$$g_{n,j} = \begin{cases} r_{n,j} < d: & \frac{2\kappa B T}{d} (d/r_{n,j})^3 - 1 \frac{r_{n,j}}{r_{n,j}} \frac{f_{n,j}}{r_{n,j}}, \\ r_{n,j} > d: & 0 \end{cases}.$$
where \( r_{ij} = |r_{ij}| \), and \( \epsilon_g \) and \( \alpha \) are parameters controlling the softness of inter-bead interactions. This force definition appears to be very robust, and the results are hardly affected by \( \epsilon_g \) and \( \alpha \), if \( \epsilon_g \gtrsim 50 \) and \( \alpha \gtrsim 3 \), since the interactions become hard enough. Thus, in order to have a larger time step for a numerical solver, we use \( \epsilon_g = 50 \) and \( \alpha = 3 \) in the theoretical model, while in simulations the employed LJ potential is harder. The volume exclusion force \( F^v(s) \) is calculated through the integral in eq. (7), whose discrete representation is given by

\[
F^v(s) = f'_{[s/d]}(d[s/d] - s/d) + \sum_{n=[s/d]}^{N-1} f_n d, \tag{14}
\]

where the symbol \([s]\) denotes the integer ceiling function.

Direct numerical solving of eq. (6) appeared to be difficult for high grafting densities and shear rates, i.e. in the regime where excluded-volume interactions dominate. Therefore, we substituted eq. (6) with its time-dependent version given by

\[
\frac{d\theta}{dt} = EI \frac{\partial^2 \theta}{\partial x^2} - F_y(s) \sin \theta + F_x(s) \cos \theta, \tag{15}
\]

where \( \theta \) becomes a function of \( s \) and time \( t \). Finally, eqs. (15) and (11) are solved numerically for a given set of parameters (elasticity, grafting density, and shear rate on top of a brush) using the following iterative procedure. i) Initially, we guess a beam configuration and the polymer is discretized into \( 10^5 \) elements. Then, eq. (11) is solved using a boundary value problem (BVP) solver for ordinary differential equations [30] in order to obtain the velocity profile. ii) At this step, the calculation of the hydrodynamic drag force \( F^d(s) \) and the volume-exclusion interaction force \( F^v(s) \) is performed following eqs. (8) and (14), respectively. iii) As a next step, eq. (15) is integrated using the DuFort-Frankel scheme [31], and the resulting configuration is taken as an initial guess for a new cycle. This iteration is repeated until the convergence condition

\[
\sum \| \theta(t) - \theta(t - \Delta t) \| \leq 10^{-7}
\]

is satisfied, where \( \Delta t \) is the time step.

Results and discussion. – Figure 3(a) presents our main result, the relative brush height as a function of the shear rate on top of the brush normalized by the bending rigidity of the polymers for the case of two friction coefficients from eq. (9). The predictions of our theoretical model are in good quantitative agreement with the corresponding SDPD simulations for two different bending rigidities of \( l_p/L = 10 \) and 100. Brush deformation for different elasticities of the grafted polymers shows a universal behavior with respect to the polymer bending rigidity, if polymers are stiff enough with \( l_p/L \gtrsim 10 \). Clearly, the theory is expected to fail when \( EI/L \) becomes smaller or comparable to \( k_B T \) (or if \( l_p/L \lesssim 1 \)) or when the grafted polymers can be considered rather flexible. In this case entropic effects have to be necessarily included, which is out of the scope of this work.

Some deviations between theoretical predictions and simulations are observed at high grafting densities (\( \sigma \gtrsim 0.5 \)) and flow rates due to a better packing of deformed stiff polymers. Remember that the theory assumes identical deformation for all fibers such that possible deformation in the flow vorticity direction (z-axis) is not considered. Thus, the theory overpredicts the effect of excluded-volume interactions, which can be seen in fig. 3(a) for \( \sigma = 1.0 \) where the theory estimates a larger brush height in comparison to that obtained in simulations. The curve for \( \sigma = 1.0 \) also nicely illustrates the onset of excluded-volume effects with respect to shear rate by a significant change in the slope of brush height occurring at approximately \( EI \langle \omega^2 \rangle \sim F^v \sin \theta - F^v \cos \theta \). Thus, at large shear rates the brush height is mainly determined by the excluded-volume interactions.

\[
\sum \| \theta(t) - \theta(t - \Delta t) \| \leq 10^{-7}
\]
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To further support the validity of the theoretical model, we present the correspondence of fluid velocities in fig. 3(b). An excellent agreement of theoretical and simulated velocity profiles indicates that the approximation using the Brinkman equation (eq. (11)) properly captures the frictional effect of the brush on fluid flow for a wide range of grafting densities. However, we need to mention that at the lowest grafting density studied (σ = 0.01), the Brinkman equation overestimates the influence of the brush on flow. Therefore, in this single case we simply assumed a constant shear rate $\frac{du}{dy} = \frac{\dot{\gamma}}{\nu_h}$ within the brush, which matches very well the simulated velocity profile, as shown in fig. 3(b).

The model predictions in fig. 3 correspond to the case of two friction coefficients from eq. (9), which were derived for a single isolated rod [26]. Thus, they are expected to provide a reasonable approximation for the friction on filaments at low grafting densities. As the grafting density is increased, hydrodynamic interactions are expected to get screened leading to the loss of hydrodynamic correlations between different segments of a polymer. In this case, a single friction coefficient $\zeta = \zeta_0 = \zeta_1 = 3\pi$ can be assumed. Figure 4 presents the comparison of model predictions using the two different choices of friction coefficients for various grafting densities and $l_p/L = 10$. As expected, the friction coefficient of $3\pi$ leads to an overestimation of the applied drag for low grafting densities, and the other choice (eq. (9)) appears to be better. At high grafting densities, the difference in model predictions using different friction coefficients nearly vanishes, even though the choice of $\zeta = 3\pi$ has been expected to be the best. This indicates that at high grafting densities the brush height is mainly determined by the excluded-volume interactions and moderate changes in the applied friction play a secondary role.

The effect of stiff-polymer brush on the fluid flow can be characterized by an increase of the flow resistance due to the presence of a brush. Figure 5 shows that the relative apparent viscosity, the ratio of the apparent viscosity (obtained by fitting the Poiseuille law to the resulting flow rate) to the fluid viscosity, might strongly increase if a brush is hardly deformed, and becomes smaller as the brush gets bent by the flow. Qualitatively, this effect can be understood by a change in an effective channel diameter. The flow-induced brush deformation can be used for a flow control in microfluidics and is directly related to an increase in blood flow resistance in small vessels whose surface is covered by glycocalyx having a brush-like structure [5,6]. In vivo experiments on blood flow resistance [32] reveal a much higher resistance in small vessels ($D \lesssim 35 \mu m$) in comparison to in vitro experiments in glass tubes [33]. This effect is mainly attributed to the glycocalyx layer at vessel walls [34], and the theoretical model of this work can provide its quantitative description.

**Conclusion.** In conclusion, the presented theoretical model is able to predict quantitatively the flow-induced deformation of a brush of stiff polymers or filaments and its effect on fluid flow. The model quantifies the relative contributions of fluid friction, polymer bending resistance, and steric excluded-volume interactions between polymers. In comparison to the analytic mean-field approach by Kim et al. [22], the presented theoretical model significantly extends the range of model applicability to high grafting densities of stiff polymers and strong deformations under flow. In particular, the current model explicitly includes the effect of excluded-volume interactions between different polymers. We expect that this model will be used for the quantification of biological and technological experiments with stiff brush-like structures, and can be
extended to include direct mechanical deformations due to external forces (e.g., brush-cell interactions).
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A B S T R A C T

Smoothed dissipative particle dynamics (SDPD) combines two popular mesoscopic techniques, the smoothed particle hydrodynamics and dissipative particle dynamics (DPD) methods, and can be considered as an improved dissipative particle dynamics approach. Despite several advantages of the SDPD method over the conventional DPD model, the original formulation of SDPD by Español and Revenga (2003) [9], lacks angular momentum conservation, leading to unphysical results for problems where the conservation of angular momentum is essential. To overcome this limitation, we extend the SDPD method by introducing a particle spin variable such that local and global angular momentum conservation is restored. The new SDPD formulation (SDPD+a) is directly derived from the Navier–Stokes equation for fluids with spin, while thermal fluctuations are incorporated similarly to the DPD method. We test the new SDPD method and demonstrate that it properly reproduces fluid transport coefficients. Also, SDPD with angular momentum conservation is validated using two problems: (i) the Taylor–Couette flow with two immiscible fluids and (ii) a tank-treading vesicle in shear flow with a viscosity contrast between inner and outer fluids. For both problems, the new SDPD method leads to simulation predictions in agreement with the corresponding analytical theories, while the original SDPD method fails to capture properly physical characteristics of the systems due to violation of angular momentum conservation. In conclusion, the extended SDPD method with angular momentum conservation provides a new approach to tackle fluid problems such as multiphase flows and vesicle/cell suspensions, where the conservation of angular momentum is essential.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Mesoscopic hydrodynamic simulations, such as the lattice Boltzmann (LB) method [1], dissipative particle dynamics (DPD) [2–4], multi-particle collision dynamics (MPC) [5,6], smoothed particle hydrodynamics (SPH) [7,8] etc., are frequently used to investigate a wide range of problems including colloidal and polymer solutions, dynamics of microswimmers, tissue growth, and flow behavior of vesicles and cells. All these examples include mesoscopic length scales (e.g., the size of suspended particles) rendering the modeling on atomistic level impossible. A continuum approximation is also not appropriate
for such problems due to the loss of necessary mesoscopic details. Thus, large scientific efforts have been invested to derive reliable and efficient mesoscopic simulation techniques, which are able to tackle a wide range of problems.

A recently established mesoscopic method, smooth dissipative particle dynamics (SDPD) [9], combines advantages of two popular techniques namely SPH and DPD. The SDPD method for fluid flow is directly derived using a discretization of the Navier–Stokes equation similar to SPH, while the inclusion of thermal fluctuations in SDPD is similar to that in the DPD formalism. SDPD can also be considered as an improved DPD method. Advantages of the SDPD method over conventional DPD include the possibility of using an arbitrary equation of state, direct input of transport properties, and a well-defined physical scale of discretized elements or fluid particles. In addition, it has been shown that the SDPD method produces proper scaling of thermal fluctuations for different fluid particle sizes [10]. The SDPD method has been already applied to a number of problems including simulations of different particles [11] and polymers [12] in a suspension, single red blood cells in tube flow [13], margination of leukocytes [14], and margination of different particles [15] in blood flow.

Despite the advantages of SDPD over the DPD method, the original SDPD formulation [9] does not conserve angular momentum, both locally and globally. Recent numerical simulations using the MPC method [16] have shown that angular momentum conservation is essential in some problems including Taylor–Couette flow with two immiscible fluids and vesicle tank-treading in shear flow. A violation of angular momentum conservation may lead to an asymmetric stress tensor and spurious unphysical torques, resulting in erroneous simulation results. In both DPD and SDPD methods, the system consists of a number of point particles. The particle interactions are determined by the three pairwise forces: conservative, dissipative, and random. In DPD, all forces between a pair of particles are directed along the line connecting two particle centers, which automatically leads to angular momentum conservation. However, in SDPD, dissipative and random forces possess not only a part along the inter-particle axis as in DPD, but also a component perpendicular to the inter-particle axis. This perpendicular part of dissipative and random forces destroys local and global angular momentum conservation. There exist a version of the SDPD method with angular momentum conservation [17], where the perpendicular component of dissipative and random forces has been neglected resulting in a method formulation very similar to DPD. In this method the input viscosity has to be scaled by a theoretically defined coefficient which depends on space dimension. The method has been shown to properly capture the torque on a rotating particle under shear [11] and the dynamics of two rotating discs [18]. However, it is advantageous to keep a perpendicular component of the dissipative force, since it provides much more efficient control over fluid transport properties than the component along inter-particle axis alone [19].

To derive a consistent version of SDPD with angular momentum conservation, we introduce a spin variable, such that each SDPD particle possesses an angular velocity. This idea is similar to that of the fluid particle (FPM) model [20], where every particle possesses an angular velocity; however, FPM lacks a direct connection to the discretization of the Navier–Stokes equation. Also, a spin variable has been introduced in the single-particle DPD formulation [21], where a colloidal particle can be represented by a single DPD particle with spin. Consistent SDPD formulation with angular momentum conservation is obtained by a direct discretization of the Navier–Stokes equation for a fluid with spin [22]. The resulting formulation is similar to the original SDPD method [9] with the addition of a rotational friction force which governs particle-spin interactions similar to the FPM method. First simulation tests show the novel derived method represents properly transport properties of a simple fluid performing similar to the original SDPD method. Then, the new SDPD method is validated using several problems where angular momentum conservation plays an essential role [16]. First, the Taylor–Couette flow with two immiscible fluids is simulated showing that the extended SDPD method results in predictions in agreement with the analytical solution derived from the Navier–Stokes equation. The original SDPD method applied to this problem fails to capture correctly the corresponding flow profiles. Another fluid flow problem considered for validation of the new SDPD method is a tank-treading vesicle in shear flow, which has been described theoretically by Keller and Skalak [23]. Vesicle tank-treading in shear flow corresponds to rotational motion of a membrane around the vesicle center-of-mass, while the vesicle preserves its stationary shape with a finite inclination angle. The new SDPD formulation results in predictions of vesicle inclination angles and tank-treading frequencies for several viscosity contrasts between inner and outer fluids in agreement with the Keller–Skalak theory [23], while the SDPD method without angular momentum conservation clearly fails to capture quantitatively correct dynamics.

The paper is organized as follows. In Section 2, the new SDPD approach with conservation of local and global angular momentum is derived. In Section 3, we provide simulation results for simple SDPD fluids including measurements of fluid transport properties and simulation results for the Taylor–Couette flow with two immiscible fluids. In Section 4, a tank-treading vesicle in shear flow is investigated. Finally, we conclude in Section 5 with a brief summary.

2. SDPD with angular momentum conservation

The SDPD method proposed by Español and Revenga [9] is a mesoscopic particle-based hydrodynamic approach which has been derived from the SPH [7,24] and DPD [2,3] simulation methods. More details on the DPD method are provided in Appendix A.

In the SPH method, a field variable \( \tilde{g}(\mathbf{r}) \) is replaced by the convolution integral of a field \( g(\mathbf{r}) \) and a kernel function \( W(\mathbf{r}, h) \) as,

\[
\tilde{g}(\mathbf{r}) \approx \int g(\mathbf{r}') W(\mathbf{r} - \mathbf{r}', h) \, dV',
\]  

(1)
where the kernel function has to be differentiable and depends on the distance $|r - r'|$ and the smoothing length $h$. In addition, the integral over $W(r - r', h)$ has to be normalized and the condition $\lim_{h \to 0} W(r - r', h) = \delta(r - r')$ needs to be satisfied. For $W(r, h)$ being the delta function, we would have $\tilde{g}(r) = g(r)$. The convolution integral is discretized using small fluid volumes (or particles) such that $\rho(r') dV' \to m_j$ with $m_j$ being the mass and $\rho(r') \to \rho(r_j)$ being the mass density of particle $j$ at the position vector $r_j$. The discretized convolution integral is then given by

$$\tilde{g}(r) = \sum_{j=1}^{N} \frac{m_j}{\rho(r_j)} g(r_j) W(|r - r_j|, h),$$

(2)

where $N$ is the number of particles (Lagrangian discretization points) within the volume $V$ characterized by the smoothing radius $h$. Furthermore, derivatives of the field variable $g(r)$ follow similar approximation strategy which is described in Appendix B. Further in the text, we will also use the notations $\rho(r_j) = \rho_j$, $\tilde{g}(r_j) = \tilde{g}_j$, and $W(|r_j - r_j|, h) = W_{ij}$.

Using the SPH formalism, the continuity equation $d\rho_i/dt = -\rho \nabla \cdot \mathbf{v}$ becomes (see Eq. (B.10))

$$d\rho_i = \sum_j m_j \mathbf{v}_{ij} \cdot \nabla_i W_{ij},$$

(3)

where $\nabla_i W_{ij}$ can be analytically calculated. The particle density $\rho_i$ is defined as

$$\rho_i = \sum_j m_j W_{ij}.$$

Hence, the density of particle $i$ can be computed using its neighboring particles located within a sphere with a radius $h$. Similarly, different terms of the Navier–Stokes (NS) equation can be discretized to obtain the equations which govern particle dynamics, see Appendix B for more details.

To extend the original SDPD formulation [9], which lacks angular momentum conservation, we introduce a spin variable for every particle $\omega_i$. In addition, each particle will also possess a moment of inertia $I_i$ analogous to the already defined particle mass. We also define a function $F(r_{ij}) = F_{ij} \geq 0$ such that $\nabla_i W_{ij} = -r_{ij} F_{ij}$. In order to obtain discretized equations for the SDPD formulation with spin, we consider the NS equation with spin [25],

$$\frac{d\mathbf{v}}{dt} = -\nabla p + \rho \left( \nabla \cdot \mathbf{v} \right) + \left( \frac{\eta}{3} + \xi \right) \mathbf{v} - 2\eta \mathbf{v} \times \omega,$$

(5)

where $p$ is the pressure, $\eta$ is the dynamic shear viscosity, $\xi$ is the bulk viscosity, $\eta_r$ is the rotational viscosity, and $\omega$ is the spin angular velocity. The introduced spin variable can be interpreted in two different ways. On the one hand, it is an approach used to recover angular momentum conservation in the SDPD formulation. On the other hand, the spin can be thought of as an effective angular velocity of a fluid volume represented by a particle. However, it should not be confused with a molecular spin. The discretization of the NS equation with spin provides a consistent model, where translational and rotational friction interactions are properly balanced unlike the FPM model which does not have a direct connection to the NS equation.

Using the rules in Eqs. (B.11)–(B.15) of Appendix B and the Newton’s second law of motion $m_i d\mathbf{v}_i/dt = \mathbf{F}_i$, the discretization of the NS equation (5) yields the three forces: conservative (C), dissipative (D), and rotational (R) given by

$$F_{ij}^C = \left( \frac{p_j}{\rho_j} + \frac{p_i}{\rho_i} \right) F_{ij}^i r_{ij},$$

$$F_{ij}^D = -\left( \frac{5\eta}{3} + 3\eta_r - \xi \right) \frac{F_{ij}^i}{\rho_i \rho_j} \mathbf{v}_{ij} - 5 \left( \frac{\eta}{3} + \xi - \eta_r \right) \frac{F_{ij}^i}{\rho_i \rho_j} \mathbf{e}_{ij} (\mathbf{e}_{ij} \cdot \mathbf{v}_{ij}) + 6 \left( \frac{\eta}{3} \right) \frac{F_{ij}^i}{\rho_i \rho_j} \mathbf{e}_{ij} \mathbf{v}_{ij},$$

$$F_{ij}^R = -2\eta_r \frac{F_{ij}^i}{\rho_i \rho_j} r_{ij} \times (\omega_i + \omega_j),$$

(6)

where $p_i$ is the particle pressure and $\mathbf{e}_{ij} = r_{ij}/|r_{ij}|$. The conservative force controls locally the pressure field in the system. The dissipative force provides translational friction leading to the reduction of the velocity difference between two particles. Finally, the rotational force is also dissipative, but acts on particles’ angular velocities such that a spin of one particle leads to a change in translational and angular velocity of another particle.

The defined set of deterministic forces in Eq. (6) can be referred to as an SPH discretization with angular momentum conservation. However, the SDPD method also incorporates consistently thermal fluctuations by appending a random force to the set of forces in Eq. (6). Here, the combination of dissipative, rotational, and random forces has to satisfy the fluctuation–dissipation balance. Similar to the FPM framework [20], we define a tensor $\mathbf{T}_{ij} = A(r_{ij}) \mathbf{1} + B(r_{ij}) \mathbf{e}_{ij} \mathbf{e}_{ij}$, where $A(r)$ and $B(r)$ are some functions of inter-particle distance and $\mathbf{1}$ is the unity matrix. The dissipative and rotational forces in Eq. (6) can be written in a tensorial form as
\[ F_{ij}^D = -\mathbf{T}_{ij} \cdot \mathbf{v}_{ij}, \quad F_{ij}^R = -\mathbf{T}_{ij} \cdot \left( \frac{\mathbf{r}_{ij}}{2} \times (\mathbf{\omega}_i + \mathbf{\omega}_j) \right). \]  
(7)

which implies that \( \eta = 5\eta/3 - \xi. \)

\[ A(r_{ij}) = 4\left( \frac{5\eta}{3} - \xi \right) \frac{F_{ij}}{\rho_i \rho_j}, \quad \text{and} \quad B(r_{ij}) = 10\left( \xi - \frac{2\eta}{3} \right) \frac{F_{ij}}{\rho_i \rho_j}. \]  
(8)

Following the general framework of the FPM [20], the random force can be defined as

\[ \tilde{F}_{ij} dt = \sqrt{2k_BT} \left( \tilde{A}(r_{ij}) d\tilde{W}_{ij}^s + \frac{\tilde{B}(r_{ij})}{3} \text{tr}[d\mathbf{W}_{ij}] \mathbf{1} + \tilde{C}(r_{ij}) d\mathbf{W}_{ij}^A \right) \cdot \hat{\mathbf{e}}_{ij}, \]  
(9)

where \( d\mathbf{W}_{ij} \) is a matrix of independent Wiener increments, \( \text{tr}[d\mathbf{W}_{ij}] \) is the trace of this matrix, \( d\tilde{W}_{ij}^s = \frac{1}{2}(d\mathbf{W}_{ij} + d\mathbf{W}_{ij}) - \frac{1}{2}\text{tr}[d\mathbf{W}_{ij}] \mathbf{1} \) is the traceless symmetric part, and \( d\mathbf{W}_{ij}^A = \frac{1}{2}(d\mathbf{W}_{ij} - d\mathbf{W}_{ij}) \) is the antisymmetric part. The functions \( \tilde{A}(r), B(r), \) and \( \tilde{C}(r) \) are related to \( A(r) \) and \( B(r) \) of the tensor \( \mathbf{T}_{ij} \) as \( A(r) = \frac{1}{2}(\tilde{A}(r^2) + \tilde{C}(r^2)) \) and \( B(r) = \frac{1}{2}(\tilde{A}(r^2) - \tilde{C}(r^2)) + \frac{1}{2}(\tilde{B}(r)^2 - \tilde{A}(r)^2) \) [20]. To further simplify the expression in Eq. (9), we select \( \tilde{C}(r) = 0 \) leading to

\[ \tilde{A}(r_{ij}) = 2\left( 2\left( \frac{20\eta}{3} - 4\xi \right) \frac{F_{ij}}{\rho_i \rho_j} \right)^{1/2}, \quad \text{and} \quad B(r_{ij}) = 2\left( 17\xi - \frac{40\eta}{3} \frac{F_{ij}}{\rho_i \rho_j} \right)^{1/2}. \]  
(10)

The full set of forces for the SDPD method with angular momentum conservation is finally given by

\[ \mathbf{F}_{ij}^c = \left( \frac{\rho_i}{\rho_i^2} + \frac{\rho_j}{\rho_j^2} \right) \tilde{F}_{ij} \mathbf{r}_{ij}, \]

\[ \mathbf{F}_{ij}^d = -\gamma_j^a \left( \mathbf{v}_{ij} + \frac{\hat{\mathbf{e}}_{ij} (\hat{\mathbf{e}}_{ij} \cdot \mathbf{v}_{ij})}{3} \right) - \frac{2\gamma_j^b}{3} \hat{\mathbf{e}}_{ij} (\hat{\mathbf{e}}_{ij} \cdot \mathbf{v}_{ij}), \]

\[ \mathbf{F}_{ij}^r = -\gamma_j^a \frac{\mathbf{r}_{ij}}{2} \times (\mathbf{\omega}_i + \mathbf{\omega}_j), \]

\[ \tilde{F}_{ij} = \left( \sigma_j^a d\tilde{W}_{ij}^s + \sigma_j^b \frac{1}{3} \text{tr}[d\mathbf{W}_{ij}] \mathbf{1} \right) \cdot \hat{\mathbf{e}}_{ij} \frac{dt}{d}, \]  
(11)

where

\[ \gamma_j^a = \left( \frac{20\eta}{3} - 4\xi \right) \frac{F_{ij}}{\rho_i \rho_j}, \quad \gamma_j^b = \left( 17\xi - \frac{40\eta}{3} \frac{F_{ij}}{\rho_i \rho_j} \right), \]  
(12)

and \( \sigma_j^{a,b} = 2\sqrt{k_BT} \gamma_j^{a,b} \). It is important to note that these equations are only valid for \( 2\eta/3 \leq \xi \leq 5\eta/3, \) such that the friction coefficients \( (\gamma_j^a + 2\gamma_j^b)/3 \) and \( \gamma_j^b \) are positive. Another simplification which can be made is the reduction to a single dissipative parameters \( \gamma_j \) such that \( \xi = 20\eta/21 \) and

\[ \gamma_j^a = \frac{\gamma_j^b}{7}, \quad \gamma_j^b = \frac{20\eta}{7} \frac{F_{ij}}{\rho_i \rho_j}, \quad \sigma_j^{a,b} = \sigma_j^a = \sigma_j = 2\sqrt{k_BT}\gamma_j. \]  
(13)

Time evolution of the position and the translational and angular velocity of a particle \( i \) follows the Newton's second law as

\[ \dot{\mathbf{r}}_i = \mathbf{v}_i, \quad \dot{\mathbf{v}}_i = \sum_j \frac{1}{m_j} \mathbf{F}_{ij}, \quad \dot{\mathbf{\omega}}_i = \sum_j \frac{1}{I_j} \mathbf{N}_{ij}, \]  
(14)

where \( \mathbf{N}_{ij} \) is the torque exerted by particle \( j \) on particle \( i \) and is given by \( \mathbf{N}_{ij} = \frac{1}{2} \mathbf{r}_{ij} \times \mathbf{F}_{ij}. \) This leads to local and global angular momentum conservation. Equation (14) is integrated using the velocity-Verlet algorithm [26]. Finally, in simulations we use the Lucy function

\[ W(r) = \frac{105}{16\pi\eta h^3} \left( 1 + \frac{3r}{h} \right) \left( 1 - \frac{r}{h} \right)^3. \]  
(15)

as a kernel function [7], which leads to \( F(r) = \frac{315}{4\pi h^2} \left( 1 - \frac{r}{h} \right)^2. \) The equation of state for the pressure is chosen to be

\[ p = p_0 \left( \frac{\rho}{\rho_0} \right)^\alpha + b, \]  
(16)
Fluid properties of SDPD+a (blue) and SDPD-a (red) for different temperatures and pressure gradients $\Delta P/L$, for a channel of length $L$. (a) Measured viscosity $\eta$ normalized by $\eta_0 = 50\sqrt{mE/L^2}$. (b) Particle density $\rho$ normalized by $\rho_0 = 3m/L^3$. The considered energy levels are $k_B T \in (0.1, 0.4, 1)E$, while $h = 1.5l$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

where $\rho_0$ is the reference density, and the parameters $\rho_0$, $\alpha$, and $b$ can be freely selected. This pressure equation yields the speed of sound $c^2 = \rho_0 \alpha / \rho_0$, which can be easily controlled through the above parameters resulting in a good approximation of fluid incompressibility [24,27].

The derived SDPD method with angular momentum conservation will be referred to as SDPD+a further in text. The SDPD method without angular momentum conservation [9] will be called SDPD-a. For SDPD-a, the forces are very similar to those in Eq. [11]; however, the rotational force contribution is excluded. The conservative force is kept the same, while the dissipative force assumes a coefficient $\gamma_{ij} = 5\eta F_{ij}/(3\rho_0 \rho_f)$ [9] using the formulation with a single dissipative parameter as in Eq. [13], which leads to $\xi = 0$.

In both simulation methods, it is important to consider how the mass and for SDPD+a the moment of inertia of a fluid particle have to be assigned. For flows with low Reynolds numbers $Re \ (i.e., \ in \ the \ Stokes \ regime)$, which is the main interest of the current study, the simulation results are independent of the choice of $m$ and $l$. However, for high enough $Re$, particle mass should correspond to the mass of a fluid volume described by a single particle, since in SDPD particle volume can be defined. For SDPD+a, our proposition is to define similarly the moment of inertia as that of a sphere with the same volume as a simulated particle, which agrees with the suggestion in Ref. [20]. This would also lead to the moment of inertia to be a function of the particle density.

3. Simulations with a simple SDPD fluid

3.1. SDPD fluid properties

In comparison with the DPD method, an advantage of SDPD is that transport coefficients such as fluid viscosity can be directly specified, while in DPD they often need to be computed in a separate simulation for selected fluid parameters. Furthermore, in SDPD the volume of a fluid particle is clearly defined as $V = m/\rho$, which also determines a physical size of the particle [9]. To test the validity of SDPD discretization, we calculate fluid viscosity and particle density directly in simulations for several specified viscosities, temperatures, densities, and smoothing lengths. A reverse-Poiseuille flow setup [28], where the flow in two halves of a computational domain is driven in opposite directions applying the same force $f$ per particle, is used to calculate fluid viscosity using an analytical solution of the Hagen-Poiseuille equation [29]. The particle density is computed on the fly by averaging $\rho$ over all particles.

We introduce the basic units for the mass, $m$ (e.g., fluid particle mass), length, $l$, and energy, $E$. In the simulations, this corresponds to setting $m = 1$, $l = 1$, and $E = 1$. For flows with low enough Reynolds number $Re$, results should be independent of the choice of $m$ and $l$. We have tested our simulations for $\eta_0 = 25\sqrt{mE}/L^2$, $\rho_0 = 3m/L^3$, and the five-fold increase of particle mass and moment of inertia. As presented in Fig. 9, the results are hardly affected by the choice of $l$ and $m$.

The size of a fully-periodic simulation domain has been set to $20l \times 40l \times 10l$, where the flow was driven along the $y$-axis. Model parameters for the pressure equation (16) have been set to $\rho_0 = 100E/L^3$, $b = -100E/L^3$, and $\alpha = 7$. For the SDPD+a fluid, the moment of inertia of every particle has been set to $l = 1m/L$. To cover a broad range of the parameter values, we performed simulations for four different viscosities $\eta_0 \in \{25, 50, 100, 120\}\sqrt{mE}/l^2$, three energy levels $k_B T \in \{0.1, 0.4, 1\}E$, two densities $\rho_0 \in \{3.5m/L^3\}$, and two smoothing lengths $h \in \{1.5, 3.0\}l$. For a physical fluid with $\rho_0$, $\eta_0$, and $k_B T$, it is then straightforward to determine $m$, $l$, and $E$. The corresponding Reynolds numbers, defined as $Re = \rho U W / (2\eta)$, with $W$ being the channel width, are ranging from 0.01 to 4.3. The total number of fluid particles $N$ is equal to either 24000 or 40000 depending on the chosen density. The mean particle spacing $\Delta x = (1/m)^{1/3}$, with $n = \rho/m$ being the number density, is
either $\Delta x \approx 0.7$ or $\Delta x \approx 0.6$ leading to a ratio of smoothing length and mean particle spacing of $h/\Delta x \in \{2.2, 2.6, 4.3, 5.1\}$, and an average number of neighboring particles $N_n$ of $N_n \in \{42, 70, 339, 565\}$, depending on the choice of $h$ and $\rho_0$.

Fig. 1(a) displays the measured viscosity $\eta$ normalized by the specified viscosity $\eta_0$ with respect to the applied pressure gradient $\Delta P/L = f \rho_0 / m$, for a channel of length $L$, and for a case of $h = 1.5l$. For both SDPD+a and SDPD-a fluids, the measured viscosity is slightly higher than $\eta_0$ for small pressure gradients, but smaller than $\eta_0$ for high pressure gradients. This effect appears to be more pronounced for a lower temperature. The particle density measurements presented in Fig. 1(b) show a slight deviation from the specified value of $\rho_0 = 3m/l^3$. However, for both SDPD+a and SDPD-a fluids the particle density values are similar. In addition, our simulations show that the particle density does not depend on the specified viscosity, since it is governed by local fluid structure of particles within a radius $h$ which is characterized by the radial distribution function.

Fig. 2 presents similar measurements of fluid viscosity and particle density for an SDPD+a fluid using different $\rho_0$ values. As the particle density is increased, the mean particle spacing is reduced and the fluid properties are better approximated resulting in a smaller variation of the measured properties from the specified values. A better result obtained for higher densities is due to a larger number of neighboring particles within the interaction radius $h$, which leads to a better approximation for discretized terms of the NS equation. These results agree well with convergence studies of SPH depending on the smoothing length and the mean particle spacing [30]. Similar trends are also observed for the SDPD-a fluid. Fig. 3 illustrates fluid viscosity and particle density of an SDPD+a fluid for different smoothing lengths $\eta$; an SDPD-a fluid yields similar results. With increasing $h$ the measured values move closer to the specified ones and the temperature dependence practically vanishes. This effect is again due to a larger number of neighboring particles within $h$ leading to smaller discretization errors for larger $h$ values. However, computational cost may increase considerably for larger $h$, since it is proportional to $h^3$.
Fig. 4. A sketch of two cylinders with radii $R_o$ and $R_i$ where the subscripts 'o' and 'i' denote the outer and inner cylinders, respectively. Taylor–Couette flow can be generated by rotation of the outer cylinder with a rotational frequency $\Omega_o$. In simulations with two immiscible fluids, the inner cylinder (shaded area) is replaced by another fluid which cannot mix with the fluid inside the gap between two cylindrical surfaces. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Angular velocity $v_\theta$ profiles for the Taylor–Couette flow with two immiscible fluids using both SDPD+a and SDPD-a methods. Radial position $r$ is normalized by the cylinder radius $R_o$, while angular velocity is scaled with the cylinder angular velocity $\Omega_oR_o$. The SDPD+a method leads to a correct linear profile, while the SDPD-a method fails to do so due to violation of angular momentum conservation. The SDPD-a results for different resolution with $\rho = \Omega_0$ and for a twice larger system size (marked as “scaled”) show hardly any dependence on fluid resolution.

or to the number of neighboring particles. Typically it is suggested to use about 50–60 neighboring particles in SDPD [31]; however, slightly smaller values are also possible in simulations if small variations of fluid properties are acceptable.

3.2. Taylor–Couette flow of two immiscible fluids

Taylor–Couette flow usually refers to a fluid flow in the gap between two rotating cylinders as shown in Fig. 4. However, we consider a setup, where the inner cylinder is replaced by another immiscible fluid such that no mixing between the two fluids at $R_i$ can occur. A solution of the incompressible NS equation for this problem yields a linear angular velocity profile $v_\theta(r) = \Omega_0r$ across both immiscible fluids, where $r$ is the radial position. Note that this solution is independent of the viscosity values of the immiscible fluids. Here, it is also assumed that the system has infinite length in the cylinder-axis direction and the angular velocity $\Omega_oR_o$ is small enough to ensure that no Taylor–Couette instabilities occur.

Recent numerical simulations with a similar setup [16] have shown that the conservation of angular momentum is necessary to obtain correct velocity and torque profiles across immiscible fluids with different viscosities. To test our new implementation of the SDPD+a method, the Taylor–Couette flow with two immiscible fluids has been simulated. Both inner and outer fluids had the following parameters $\rho_0 = 1000\text{kg/m}^3$, $b = -100\text{E}/\text{l}^3$, $\alpha = 7$, $\rho_0 = 3\text{m}/\text{l}^3$, $h = 1.5l$, and $k_BT = 0.4\text{E}$, while the ratio of fluid viscosities was set to $\eta_i/\eta_0 = 3$. The computational domain was assumed to be periodic in the cylinder-axis direction, while the cylinder wall was modeled by a layer of frozen particles with a thickness $h$ whose structure (e.g., radial distribution function) was the same as that of the fluids. To prevent mixing of the fluids and particle penetration into the wall, specular reflection of particles has been imposed at cylindrical surfaces with $r = R_i$ and $r = R_o$. The wall particles were rotated with a constant angular frequency $\Omega_o$ in order to generate flow. The corresponding Reynolds number is $Re = \rho\Omega_oR_i/R_o/\eta_0 \approx 0.3$. Particle mass and inertia do not effect the simulation results, as shown in Fig. 10 for simulations with a two-fold increase/decrease of the mass and moment of inertia. Figure 5 shows angular velocity profiles for the Taylor–Couette flow using both SDPD+a and SDPD-a methods. The SDPD+a simulation properly captures a linear profile of angular velocity, while the SDPD-a method leads to distinct slopes within the regions of different viscosities. This example illustrates the importance of angular momentum conservation and provides a validation for the new SDPD approach.

A resolution study shows that these results are unaffected by an increase of fluid resolution in the SDPD-a method. Simulations with different densities $\rho \in \{2, 3, 5, 10\}\rho_0$ and a larger system size have led to the same angular velocities (up to a statistical averaging error) as presented in Fig. 5. A similar result is mentioned in Ref. [11], where the measured system
properties were independent on the mean particle spacing of an SPH approach without angular momentum conservation. Thus, increase of resolution in SDPD-a does not seem to resolve the problem of angular momentum conservation. Currently, the origin of this observation is not clear and requires further investigation.

4. Tank-treading of a vesicle in shear flow

Flow dynamics of soft deformable objects such as liquid droplets, lipid vesicles, red blood cells, and elastic capsules has attracted a lot of scientific interest recently due to a wide range of possible applications. For instance, a number of experiments [32–34], theoretical approaches [23,35–37], and simulations [38,39,40,42] have shown that fluid vesicles exhibit a rich dynamical behavior in shear flow including tank-treading (TT) and tumbling (TB) motion. The tumbling motion corresponds to vesicle rotation around its center-of-mass nearly as a rigid body. A tank-treading vesicle in shear flow shows a stationary shape with a finite inclination angle $\theta > 0$ with respect to the flow direction, while the membrane is rotating around the center-of-mass of the vesicle, see Fig. 6. The occurrence of different vesicle motion is governed by the viscosity contrast $\lambda = \eta_i/\eta_o$ between fluids inside and outside the vesicle with viscosities $\eta_i$ and $\eta_o$, respectively. A physical explanation for the TT-to-TB transition can be derived from the two components of shear flow: an elongational part which tends to stretch and align a vesicle along the $x = y$ axis with an inclination angle of $\theta = \pi/4$ and a rotational part of the flow which exerts a torque on the vesicle membrane. Increasing of viscosity contrast leads to higher shear stresses inside the vesicle opposing its TT motion, which results in an effective torque and decrease of the vesicle inclination angle. Thus, for high enough $\lambda$, a transition from TT to TB motion occurs. Keller and Skalak (KS) [23] derived a theory which predicts the TT-to-TB transition. Moreover, the KS theory is able to predict the inclination angle $\theta$ in the vesicle TT regime.

The KS theory assumes a fixed ellipsoidal shape $(r_1/a_1)^2 + (r_2/a_2)^2 + (r_3/a_3)^2 = 1$, where $r_i$, $i \in \{1, 2, 3\}$ are the Cartesian coordinates and $a_i$ are the semiaxes of the ellipsoid. The motion of a vesicle is derived by considering energy balance between the energy supplied by the fluid and the energy which dissipates on the membrane and inside the vesicle. This balance leads to a differential equation given by

$$\frac{d\theta}{dt} = \frac{1}{2} \dot{\gamma} (B \cos(2\theta) - 1),$$

where $\dot{\gamma}$ is the shear rate. If $B > 1$, the vesicle is in the TT regime, and hence, a steady inclination angle can be found as $\theta = 0.5 \arccos(1/B)$, where $B$ is a function of vesicle shape and viscosity contrast given by

$$B = f_0 \left( f_1 + \frac{1}{f_1} \left( \frac{1}{1 + f_2(\lambda - 1)} \right) \right),$$

$$f_0 = \frac{2}{a_1/a_2 + a_2/a_1},$$

$$f_1 = 0.5(a_1/a_2 - a_2/a_1),$$

$$f_2 = 0.5g(a_1^2 + a_2^2).$$
Table 1

Vesicle parameters in units of energy $k_B T$ and effective vesicle radius $R_0$, $k_a$ is the local area constraint coefficient, $k_v$ is the global area constraint coefficient, $k_o$ is the volume constraint coefficient, $\kappa$ is the bending rigidity, and $\dot{\gamma}$ is the shear rate normalized by a characteristic vesicle relaxation time $\tau = n_0 R_0^2/\kappa$ with $n_0$ being the outer fluid viscosity.

<table>
<thead>
<tr>
<th>$k_a/(k_B T R_0^2)$</th>
<th>$k_v/(k_B T R_0^2)$</th>
<th>$k_o/(k_B T R_0^2)$</th>
<th>$\kappa/k_B T$</th>
<th>$\dot{\gamma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1145</td>
<td>11450</td>
<td>12256</td>
<td>217.0</td>
<td>0.36</td>
</tr>
</tbody>
</table>

\[
g = \int_0^\infty (a_1^2 + s)^{-3/2} (a_2^2 + s)^{-3/2} (a_3^2 + s)^{-1/2} \, ds,
\]

\[
\alpha_i = \frac{a_i}{a_1 a_2 a_3}.
\]

Note that the KS theory does not consider vesicle's membrane viscosity.

4.1. Vesicle model and simulation setup

The vesicle membrane is modeled by a collection of $N_v$ particles on an ellipsoidal surface, which are connected by $N_s$ edges forming a triangulated network of $N_t$ triangles. An illustration of a vesicle structure is shown in Fig. 6. The network edges can be modeled by very soft springs to approximate the absence of a shear elasticity of a vesicle membrane and to preserve the network structure. However, the use of a spring potential appears not to be necessary, if a local area constraint for network triangles is employed maintaining the network structure. Thus, the membrane model omits any spring-like connections leading exactly to a vanishing shear elasticity of the membrane. The model incorporates local/global area and volume constraints which mimic incompressibility of the membrane and inner fluid, respectively, and are given by

\[
V_{\text{area}} = \frac{k_a (A - A_0^\text{tot})^2}{2A_0^\text{tot}} + \sum_{j=1}^{N_t} \frac{k_d (A_j - A_j^0)^2}{2A_j^0},
\]

\[
V_{\text{volume}} = \frac{k_v (V - V_0^\text{tot})^2}{2V_0^\text{tot}},
\]

where $k_a$, $k_d$ and $k_v$ are the global area, local area, and volume constraint coefficients. The term $A_j$ is the instantaneous area of triangle $j$, and $A$ and $V$ are the total vesicle area and volume, while $A_j^0$ is the desired area of triangle $j$, and $A_0^\text{tot}$ and $V_0^\text{tot}$ are the desired total area and volume, respectively [43,44]. The local area constraint preserves a regular network without crossing of edges (without explicit spring connections), while the values of $A_j^0$ are set to triangular areas of an initially triangulated vesicle surface. Membrane bending resistance is implemented using the potential energy

\[
V_{\text{bending}} = \sum_{j=1}^{N_t} k_b (1 - \cos(\theta_j)),
\]

where $k_b$ is the bending constant and $\theta_j$ are the instantaneous angles between two adjacent triangles having a common edge $j$. The bending constant is related to Helfrich's macroscopic bending rigidity $\kappa$ [45] as $\kappa = \sqrt{3} k_b/2$ [43,44]. This construction works well for fluid vesicles, which deviate in their shape not too much from a sphere, as here. For more anisotropic shapes or for large deformations, triangles can become very elongated and the discretization incorrect. In this case dynamic triangulation has to be employed [46,47].

The simulated ellipsoidal vesicle has a prolate shape with $a_1 > a_2 = a_3$ and an aspect ratio of $a_1/a_2 \approx 1.7$. The ellipsoid is characterized by a reduced volume $V^* = V/(4\pi R_0^3/3)$, where $R_0 = \sqrt{A_0^\text{tot}/(4\pi)}$ is the effective vesicle radius. In simulations we employ an ellipsoidal vesicle with $V^* \approx 0.93$, because an ellipsoid with this reduced volume has a nearly constant shape in shear flow [36]; nearly negligible vesicle deformation in flow justifies the comparison of simulation results with the KS theory, where a vesicle assumes a constant TT path. Vesicle simulation parameters are given in Table 1. The vesicle is placed in a box of size $L_x = 9.3 R_0$ and $L_y = L_z = 5.6 R_0$; the box size is large enough to neglect potential finite-size effects as it has been shown in Ref. [36]. Periodic boundary conditions are applied in $x$ and $z$ direction, while shear flow is generated in the $x$ direction with the flow velocity $\mathbf{v} = \hat{y} (y - L_y/2) \hat{x}$, and $\dot{\gamma}$ being the shear rate. Recent numerical simulations [48,49] have shown that the inclination angle also depends on the Reynolds number $Re = \dot{\gamma} \rho_0 R_0^2/\eta_0$. Therefore, in all simulations we have selected $Re < 0.1$ to avoid inertial effects.

Two solid walls at $y = \pm L_y/2$ with no-slip boundary conditions are modeled with frozen wall particles. In addition, fluid particles are chosen to bounce-back reflection at the walls to prevent particle penetration through the walls. The fluid parameters have been chosen as $\rho_0 = 1000 \text{kg/m}^3$, $b = -100 \text{Einstein's mass}$, $\alpha = 7$, $\eta_0 = 3 \text{mPa s}$, $h = 1.5 \text{L}$, and $k_B T = 0.4 \text{E}$.

Coupling between vesicle membrane motion and fluid flow is performed through friction interactions between vesicle vertices and the surrounding fluid particles using the DPD dissipative and random forces (see Appendix A); this friction coupling is identical to that used for red blood cells in flow in Refs. [43,44]. Note that for membrane-fluid coupling, DPD forces
are used (not SDPD) providing conservation of angular momentum automatically. To simulate two distinct fluids separated by a membrane, two different strategies are employed. The first method for fluid separation implements bounce-back reflections of fluid particles at the membrane surface; this method will be referred to as the ‘reflection’ method further in the text. Current implementation of fluid-particle reflections provides local conservation of momentum, while angular momentum is not strictly conserved at the membrane. Another method for fluid separation does not consider particle reflections, but employs tracking of fluid particles such that a type of the particle crossing the membrane can be altered: this method will be referred to as the ‘exchange’ method further below. Thus, the type of an outer-fluid particle is changed to the type of an inner-fluid particle if this particle crosses the membrane from outside to inside and vice versa. This method for fluid separation at the membrane leads to local conservation of angular momentum. Both particle types possess the same mass and moment of inertia and therefore, local mass and momentum are conserved. Furthermore, it has been monitored that the average density remains constant, while the fluctuations around the average are very small.

4.2. Simulation results

The inclination angle of a TT vesicle in shear flow is calculated by

\[ \theta = \arctan(u_y/u_x), \]  

where \( u = (u_x, u_y, u_z) \) is the eigenvector of the moments of inertia tensor with the smallest eigenvalue. Fig. 7(a) compares inclination angles obtained from simulations with SDPD+a and SDPD-a fluids and from the KS theory for different viscosity ratios \( \lambda \). Here, the ‘exchange’ method for fluid separation at the membrane is used. The simulation results obtained with an SDPD+a fluid agree very well with the KS theory predictions, while the results using an SDPD-a fluid show a significant overestimation of the inclination angle at large \( \lambda \). The results for \( \lambda = 1 \) from both SDPD+a and SDPD-a cases coincide indicating that angular momentum conservation does not affect simulation results if inner and outer fluids have the same viscosity. The deviations of the SDPD+a results from the KS theory predictions might be due to small shape fluctuations of the vesicle and/or numerical errors indicated by error bars in Fig. 7(a). Comparison of simulated inclination angles using the ‘exchange’ and ‘reflection’ methods for the separation of inner and outer fluids at the membrane is shown in Fig. 7(b). The ‘reflection’ method does not strictly conserve angular momentum at the membrane; however, the corresponding effect on \( \theta \) seems to be rather small. Use of the ‘reflection’ method leads to a slight shift of vesicle inclination angles to smaller values.

Another property of a TT vesicle in shear flow which can be compared is the TT frequency found from the KS theory as

\[ \omega = \frac{0.5 \dot{y} \cos(2\theta)}{1 + f_2(\lambda - 1)}. \]  

Fig. 8 displays the average TT frequency \( \langle \omega \rangle \) normalized by the shear rate \( \dot{y} \) and obtained from simulations with SDPD+a and SDPD-a fluids and from the KS theory for different viscosity ratios \( \lambda \). The SDPD+a predictions for \( \langle \omega \rangle \) are close to the theoretical predictions for all simulated viscosity ratios. Again, the small deviations of the SDPD+a results from the KS theory predictions might be due to vesicle shape fluctuations and/or numerical errors. However, simulations with an SDPD-a fluid clearly fail to provide correct predictions in comparison with the theoretical values. As expected, the values of TT frequency are underestimated for the SDPD-a case, which is associated with the overestimation of inclination angles in Fig. 7. In case of the SDPD-a fluid, the presence of two different viscosities leads to an asymmetric stress tensor [16] adding a stress contribution which suppresses TT frequency and results in an increased inclination angle. In case of \( \lambda = 1 \), the stress tensor is symmetric even for the SDPD-a fluid leading to correct predictions of vesicle dynamics in shear flow.
Fig. 8. Comparison of the average TT frequency $\langle \omega \rangle$ normalized by the shear rate $\dot{\gamma}$ and obtained from SDPD+a (blue) and SDPD-a (red) simulations and from the KS theory (black) for different viscosity ratios $\lambda$. The ‘exchange’ method for fluid separation is employed. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

5. Summary

We presented an extension of the original SDPD method [9], which satisfies local and global angular momentum conservation. In the new method (SDPD+a), each particle possesses an angular velocity, and its rotational contribution has been derived from the NS equation with spin following the SPH formalism. This leads to a spin variable similar to the FPM model [20]. Thermal fluctuations in SDPD+a have been also included similar to those in FPM [20] and in SDPD without angular momentum conservation (SDPD-a) [9]. Fluid properties measured directly in simulations support the correctness of the SDPD+a derivation and implementation, since measured values of fluid viscosity and particle density are very close to the specified ones. Furthermore, simulations of Taylor–Couette flow with two immiscible fluids show that SDPD+a leads to correct predictions of flow profiles in agreement with analytical results, while SDPD-a fails to capture properly flow characteristics due to violation of angular momentum conservation. Finally, simulations of vesicle dynamics in shear flow reveal that angular momentum conservation is essential to obtain correct results for the inclination angle and the rotational frequency of a tank-treading vesicle if there exists a viscosity contrast $\lambda$ between inner and outer fluids. For $\lambda \neq 1$ the SDPD+a method predicts vesicle characteristics in agreement with the Keller–Skalak theory for a vesicle in shear flow, while SDPD-a overestimates the inclination angle and underestimates the TT frequency. In conclusion, the new SDPD method with angular momentum conservation is able to correctly model flows where angular momentum conservation is necessary.
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Appendix A. Dissipative particle dynamics

The DPD method [2,3] is a mesoscopic particle simulation technique, where each particle represents a molecular cluster rather than an individual atom, and can be thought of as a soft lump of fluid. The conservative force $F^C$ in DPD controls fluid compressibility, while the pair of dissipative $F^D$ and random forces $F^R$ defines a local thermostat in order to keep a DPD system at an equilibrium temperature. The DPD forces are local and act only within a selected cutoff radius $r_c$. The conservative force is typically defined as

$$F^C_{ij} = \hat{e}_{ij} \left\{ \begin{array}{ll} a_{ij} (1 - |r_{ij}|/r_c), & \text{for } r_{ij} \leq r_c, \\ 0, & \text{for } r_{ij} > r_c, \end{array} \right. \quad (A.1)$$

where $a_{ij}$ is the repulsion coefficient between particles $i$ and $j$, $\hat{e}_{ij} = r_{ij}/r_{ij}$, and $r_{ij} = |r_i - r_j|$. The dissipative force defined as

$$F^D_{ij} = -\gamma \omega^D(r_{ij})(v_{ij} \cdot \hat{e}_{ij})\hat{e}_{ij} \quad (A.2)$$

reduces the velocity difference $v_{ij} = v_i - v_j$ between two particles, and hence, provides friction in a simulated system. Here, $\omega^D(r_{ij})$ is a weight function and $\gamma$ is the dissipative force coefficient. The random force in DPD is given by

$$F^R_{ij} = \sigma \omega^R(r_{ij})\xi_{ij}dt^{-1/2}\hat{e}_{ij} \quad (A.3)$$

$\omega^R(r_{ij})$ is the weight function, $\sigma$ is the random force coefficient, and $dt$ is the timestep. A random number $\xi_{ij}$ has to be symmetric ($\xi_{ij} = \xi_{ji}$) with zero mean ($\langle \xi \rangle = 0$) and unit variance; different random numbers have been used in DPD including Gaussian and uniform distributions.
To satisfy the fluctuation–dissipation balance, the pair of dissipative and random forces has to fulfill the conditions [3]

\[
\omega^D(r_{ij}) = (\omega^R(r_{ij}))^2, \quad \sigma = \sqrt{2k_B T} \gamma.
\]

(A.4)

In general, the weight functions can be arbitrarily chosen; however, a typical choice is

\[
\omega^D(r_{ij}) = \begin{cases} 
(1 - r_{ij}/r_c)^k, & \text{for } r_{ij} \leq r_c, \\
0, & \text{for } r_{ij} > r_c,
\end{cases}
\]

(A.5)

where the exponent \( k = 1 \) was used in the original DPD method [4]. Other values of \( k \) (e.g. 0.25) have been also employed in order to increase the viscosity of a DPD fluid [50,51]. The equation of state of a DPD fluid [4] and the corresponding speed of sound \( c_s \) are given by

\[
p = k_B T + \alpha a \rho^2,
\]

\[
c_s^2 = \frac{\partial p}{\partial \rho} = 2\alpha a \rho,
\]

(A.6) (A.7)

where \( a \) is the repulsive coefficient. Thus, in DPD the speed of sound can be controlled by changing the repulsive coefficient and/or fluid density. A significant increase of \( a \) may affect the timestep and lead to freezing artifacts [3], while an increase in particle density affects considerably the computational cost.

Appendix B. Calculation of derivatives

We summarize the calculation of derivatives of field variables similar to those in SPH [24]. Using Eq. (2), the first derivative of a field \( g \) can be approximated as

\[
\frac{\partial g}{\partial x} \approx \sum_{j=1}^{N} m_j \phi_j (g_j - g_i) \frac{\partial W_{ij}}{\partial x_i},
\]

(B.1)

where the notations are identical to those in the main text. A disadvantage of this approximation is that the derivative does not vanish for \( g \) being a constant function. Therefore, a better approximation is given by

\[
\frac{\partial g}{\partial x} = \frac{1}{\phi} \left( \frac{\partial (\tilde{g} \phi)}{\partial x} - \frac{\partial \phi}{\partial x} \frac{\partial \tilde{g}}{\partial x} \right),
\]

(B.2)

where \( \phi \) must be a differentiable function. Following Eq. (B.1), we then obtain

\[
\frac{\partial g}{\partial x} \approx \frac{1}{\phi_i} \sum_{j=1}^{N} m_j \phi_j (g_j - g_i) \frac{\partial W_{ij}}{\partial x_i}.
\]

(B.3)

When \( \phi = 1 \), Eq. (B.3) reduces to

\[
\frac{\partial g}{\partial x} \approx \sum_{j} m_j \frac{g_j - g_i}{\rho_j} \frac{\partial W_{ij}}{\partial x_i},
\]

(B.4)

where \( g_{i,j} = g_j - g_i \). In Eq. (B.3), \( \phi = \rho \) can be also selected, yielding an approximation for the first derivative as

\[
\frac{\partial g}{\partial x} \approx \frac{1}{\rho_i} \sum_{j} m_j \frac{g_j}{\rho_j} \frac{\partial W_{ij}}{\partial x_i}.
\]

(B.5)

The choice for different discretizations (\( \phi = 1 \) or \( \phi = \rho \)) may depend on a problem of interest. For instance, when different interacting fluids with large density ratios are considered, it has been shown that the approximation in Eq. (B.3) with \( \phi = 1 \) is more accurate than that with \( \phi = \rho \), because \( \rho \) in Eq. (B.4) is included directly inside the sum [52,24]. Furthermore, if only a single fluid is employed, an approximation \( \phi_i \approx \rho_j \) can be used making the above choices for \( \phi \) equivalent.

There exists another definition for the first derivative,

\[
\frac{\partial g}{\partial x} = \phi \left( \frac{\partial}{\partial x} \left( \frac{\tilde{g}}{\phi} \right) + \frac{\tilde{g}}{\phi^2} \frac{\partial \phi}{\partial x} \right).
\]

(B.6)

Following the SPH formalism [24] we obtain

\[
\frac{\partial g}{\partial x} \approx \frac{1}{\phi_i} \sum_{j=1}^{N} m_j \frac{g_j}{\rho_j} \left( \frac{g_j}{\phi_j} + \frac{g_i}{\phi_i} \frac{\partial \phi_j}{\partial x_i} \right) \frac{\partial W_{ij}}{\partial x_i}.
\]

(B.7)

As a result, a choice of \( \phi = 1 \) here leads to
Fig. 9. Measured viscosity $\eta$, scaled by $\eta_0 = 25\sqrt{mE}/l^2$ depending on the pressure gradient $\Delta P/L$ with $l$ being the channel length for different mass and moment of inertia values. The density is $\rho_0 = 3\text{m}/l^2$. Although both, mass and moment of inertia, are varied, the measured values of $\eta$ are hardly affected.

$$\frac{\partial \tilde{g}}{\partial x} \approx \sum_{j=1}^{N} \frac{m_j}{\rho_j} (g_j + g_i) \frac{\partial W_{ij}}{\partial x_i},$$

(B.8)

while for $\phi = \rho$ Eq. (B.7) becomes

$$\frac{\partial \tilde{g}}{\partial x} \approx \rho_i \sum_{j=1}^{N} m_j \left( \frac{g_j}{\rho_j^2} + \frac{g_i}{\rho_i^2} \right) \frac{\partial W_{ij}}{\partial x_i}$$

(B.9)

A set of equations above defines different approximations of first derivatives, which can be used to derive discretizations of other differential operators in the NS equation. For instance, using Eq. (B.5) the gradient of $\tilde{g}(r)$ can be approximated as

$$\nabla \tilde{g} \approx -\frac{1}{\rho_i} \sum_j m_j \tilde{g}_{ij} \nabla_i W_{ij},$$

(B.10)

where $g_{ij} = g_i - g_j$. Similarly, the divergence and the curl of a vector field $\mathbf{G}(r)$ are discretized as

$$\nabla_i \cdot \mathbf{G}_i \approx -\frac{1}{\rho_i} \sum_j m_j \mathbf{G}_{ij} \cdot \nabla_i W_{ij},$$

(B.11)

$$\nabla_i \times \mathbf{G}_i \approx -\rho_i \sum_j m_j \frac{\mathbf{G}_j \cdot (\mathbf{G}_i + \mathbf{G}_j)}{\rho_i^2} \times \nabla_i W_{ij}.$$ (B.12)

The second derivatives are then given by

$$\nabla_i (\nabla_i \cdot \mathbf{G}_i) \approx -\sum_j m_j \frac{F_{ij}}{\rho_i \rho_j} \left( 5\mathbf{e}_{ij} \cdot (\mathbf{e}_{ij} \cdot \mathbf{G}_i) - \mathbf{G}_{ij} \right)$$

(B.13)

and

$$\nabla_i^2 \tilde{g}_i \approx -2 \sum_j m_j \frac{F_{ij}}{\rho_i \rho_j} \tilde{g}_{ij},$$

(B.14)

where $\mathbf{e}_{ij} = \mathbf{r}_{ij}/r_{ij}$ is the unity vector along the separation direction of particles $i$ and $j$ [9].

The curl of a vector field $\mathbf{G}$ can be approximated as

$$\nabla_i \times \mathbf{G}_i \approx \varphi_i \sum_j m_j \nabla_i W_i(r_{ij}) \times \left( \frac{\mathbf{G}_j}{\varphi_j} + \frac{\mathbf{G}_i}{\varphi_i^2} \right),$$

(B.15)

where a selection of $\varphi = 1$ leads to

$$\nabla_i \times \mathbf{G}_i \approx \sum_j m_j \nabla_i W_i(r_{ij}) \times (\mathbf{G}_j + \mathbf{G}_i),$$

(B.16)

while $\varphi = \rho$ results in

$$\nabla_i \times \mathbf{G}_i \approx \rho_i \sum_j m_j \nabla_i W_i(r_{ij}) \times \left( \frac{\mathbf{G}_j}{\rho_j^2} + \frac{\mathbf{G}_i}{\rho_i^2} \right)$$

(B.17)
Appendix C. Verification of mass and inertia independence of simulation results

A number of simulations were performed to verify that simulation results are independent of the choice for particle mass and moment of inertia for low enough Re numbers. Fig. 9 illustrates that the effect of both mass and moment of inertia on the measured viscosity can be neglected for the studied range of flow Re numbers, while Fig. 10 presents a similar test for the Taylor–Couette flow using both SDPD-a and SDPD+a methods.
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1. Introduction

The theoretical understanding of the rheological properties of colloidal suspensions started in 1906, more than a hundred years ago, with the now classical paper [1] of Albert Einstein, in which he predicted the viscosity \( \eta \) of a suspension of hard spheres to depend on the volume fraction \( \Phi \) to leading order as

\[
\eta = \eta_0 \left( 1 + 5 \Phi^2 + O(\Phi^2) \right).
\]

(1)

where \( \eta_0 \) is the solvent viscosity. This result has turned out to be extremely useful, in particular because it does apply not only to hard spheres in the regime of \( \Phi \leq 0.1 \), but also to much more flexible objects like coiled linear polymers, when an appropriate radius of the coil, the “hydrodynamic radius” \( R_h \), is employed to determine the volume fraction.

This raises the question about the importance of shape and deformability of soft colloids for the rheological behavior of their suspensions. Is it sufficient to define an appropriate hydrodynamic radius and otherwise employ the theoretical description of hard spheres? What is the maximum volume fraction to which such a description might be accurate and useful? Do all soft colloids behave the same, or is the physical origin of their softness important? What is the dependence of viscosity on the elastic moduli of the soft colloids? What is the role of shape, and how do shape and deformability together determine the rheological properties of a suspension?

There is a large range of applications, in which the rheological behavior of soft-colloid suspensions plays an important role. From a technological point of view, polymer suspensions are probably the most dominant. However, even this long-studied class of materials has seen several interesting developments in recent years. For linear polymers, semi-dilute solutions have been studied in detail, and the relation of orientation and elongation of single chains to the macroscopic rheological properties has been elucidated. More importantly, polymers with a more complex architecture have been investigated, such as star polymers, dendrimers, and hyperbranched polymers.

Vesicles, capsules, and cells are another class of soft objects. Capsules are also interesting for technological applications. However, the main focus of such suspensions is in the biomedical field. The blood is a suspension of mainly red blood cells, with a volume fraction of nearly 50%. Red blood cells are of biconcave shape, and are highly deformable because they have to squeeze through the tiny vessels of microvascular network. Thus, the deformability of red blood cells, which may get reduced in diseases such as malaria or diabetes, and its effect on blood
viscosity are very important for blood flow. Similarly, vesicles and capsules are used as model systems for cells, but also as drug-delivery vehicles. They may differ from cells by their shape and type of membrane elasticity, and thus show different rheological properties.

To establish a relation between the structure of soft colloids and their macroscopic rheological properties, the microscopic understanding of their non-equilibrium properties is desired. This is difficult to achieve experimentally. Here, computer simulations are the appropriate tool for microscopic insight into soft matter and biofluid dynamics. In particular, recently developed novel mesoscale simulation approaches provide a detailed microscopic understanding and structure-function relationships, and shed light on universal non-linear dependencies.

In general, soft colloids show much richer rheological properties than their hard counterparts [2]. This poses additional challenges for the understanding and prediction of their behavior in semi-dilute and dense suspensions. However, it also offers new opportunities in terms of applications, because the variation of particle properties implies the tunability of rheological behavior over a wide range.

2. Simulation techniques

During the last few decades, various mesoscale simulation approaches have been developed to bridge the length- and time-scale gap inherent in soft matter systems. Prominent examples are the lattice Boltzmann (LB) method [3–5], the dissipative particle dynamics (DPD) [6–8], and the multiparticle collision dynamics (MPC) approach [9–11], which is based on the direct simulation Monte Carlo (DSMC) approach [12]. Common to these approaches is a simplified, coarse-grained description of the solvent degrees of freedom in order to achieve high computational efficiency while keeping the essential features of the microscopic physics on the length scales of interest—specifically, hydrodynamics. Embedded objects, such as polymers or colloids are treated by conventional molecular dynamics simulations.

2.1. Dissipative particle dynamics

In dissipative particle dynamics (DPD), each particle represents a molecular cluster rather than an individual atom, and can be thought of as a soft lump of fluid. The DPD system consists of N point particles, which interact through three pairwise forces denoted as conservative, dissipative, and random forces. The conservative force controls fluid compressibility, while the dissipative force supplies fluid viscosity. The DPD system is kept at equilibrium temperature with a local thermostat, which is formed by the pair of dissipative and random forces. The time evolution of velocities and positions of particles is determined by the Newton’s second law of motion.

2.2. Multiparticle collision dynamics

In the multiparticle collision dynamics approach, the fluid is represented by a large number of point particles, which move in continuous space with a continuous distribution of velocities. Dynamically, the particles undergo alternating streaming and collision steps. In the streaming step, they move ballistically with their respective velocities for a time interval, which is denoted as collision time. Interactions between the particles appear in the collision step. Thereby, the system is coarse-grained into a grid of cubic cells, which define the collision environment. Only particles within a cell interact with each other by a momentum-conserving stochastic process, which leads to build-up of fluid correlations. Various collision rules have been proposed [9,13,14], however, the originally proposed Stochastic Rotation Dynamics (SRD) implementation is still preferentially used [9]. Here, the relative fluid particle velocities within a collision cell are rotated around a randomly oriented axis by a predefined angle. The algorithm exhibits unconditional stability [9] incorporates thermal fluctuations, and hydrodynamic interactions [15]. Since it is particle-based, the MPC method can easily be combined with other simulation approaches such as molecular dynamics simulations. Moreover, mechanical expressions can be exploited to calculate, e.g., the stress tensor [16], or to implement an appropriate temperature control [17].

2.3. Polymer model

Typically coarse-grained models are used in simulations, where polymers are represented as bead-spring or bead-rod chains [18–21]. Stiffness is introduced by harmonic next-nearest neighbor interactions. To build a star polymer, linear polymers are connected to a common central particle. Thereby, the respective bond length might be chosen larger than that of other bonds, in order to accommodate the required particles in the core region [22,23]. Excluded volume interactions are modeled by a truncated and shifted purely-repulsive Lennard-Jones potential.

2.4. Membrane models

Depending on a suspended particle of interest, a membrane model may need to incorporate elastic and viscous properties of a membrane, its bending resistance, and the viscosity contrast between inner and outer fluids. One class of models can be referred to as continuum approaches, where membrane properties follow some constitutive relations. For example, in-plane membrane shear elasticity can be described by Hookean or neo-Hookean law, while out-of-plane deformations are controlled by curvature elasticity [24–26]. Another class of membrane models corresponds to the network model of a membrane, which is built by a set of points which form a two-dimensional triangulated network on a membrane surface [27–31,32]. These models typically incorporate bending and stretching resistance, and area and volume constraints. In addition, viscoelastic membrane properties can be mediated by springs with attached dashpots [31]. These network models assume a fixed connectivity; however, there exist a network model for a fluidic membrane (e.g., used for modeling fluid vesicles) which employs a dynamically triangulated network [27,28,33]. The fluidic membrane combined with a fixed elastic network leads to a two-layer membrane model [28,33]. Recently, a model of two continuous layers has been developed [34], which allows for sliding and detachment of the two corresponding layers.

In continuum methods, coupling between membrane deformation and fluid flow is often implemented through the immersed boundary method (IBM) [24,35] or front tracking method (FTM) [25], which advect vertices with the local fluid velocity and exert membrane forces onto the fluid flow. Alternatively, fluid–structure interactions can be implemented through viscous coupling. In particle-based methods, the no-slip boundary conditions at the membrane surface are implemented through viscous force coupling in DPD [31] or collisions in MPC [28] between fluid particles and membrane vertices.

3. Polymeric particles

Studies of the rheological properties of polymer systems have a long history, driven by the importance of these materials in industrial applications. Correspondingly, there is a wide-range of literature on various aspects of polymer solutions and melts including experiments [36,37,38], theory [18,20,39], and simulations [20,40–42]. Here, we will mainly address computer simulation studies of the polymer dynamics in dilute and semidilute suspensions. Thereby, we want to cover linear polymers and more complex structures such as star polymers and dendrimers. There are other colloidal polymeric structures, e.g., hyperbranched...
polymers [43] or polymer networks as in microgels. However, far less simulation studies have been performed for such particles, most likely due to the significantly larger number of “monomers” necessary to model the branched structures. There is a wide-range of simulation studies on polymer melts [39,40,44,45] with emphasis on polymer entanglements. The latter aspect goes beyond the scope of this article.

A broad spectrum of simulation approaches has been applied to study the non-equilibrium properties of linear polymers in shear flow. The various techniques are specified, and the respective references are provided in Ref. [46]. More recent studies employing MPC are presented in Refs. [22,23,42,47,48,49,50,51].

3.1. Linear polymers: structure and dynamics in shear flow

3.1.1. Structure and dynamics in shear flow

The properties of linear polymers under shear flow have intensively been studied during the last decade by various computer simulation approaches (cf. Ref. [46]). The interest was particularly triggered by experimental studies on DNA molecules, which reveal large conformational changes and an intriguing dynamics [52–55]. Figs. 1 and 2 illustrate the monomer density distribution of a polymer and their deformation under flow as obtained from simulations. The polymers are stretched along the flow direction, compressed along the orthogonal directions, and exhibit a preferred orientation with respect to the flow. These properties depend on shear rate in a particular manner and are ultimately linked to the macroscopic rheological behavior of the polymers.

Typically, the extension—specifically in experiments [54,56]—the mean square end-to-end distances, or the radius of gyration components along and transverse to the flow direction are considered. The respective longitudinal part increases with increasing shear rate and slowly approaches a maximum, which is smaller than that corresponding to a fully stretched chain [46,52]. This is a consequence of the continuous end-over-end tumbling dynamics with a non-stationary deformation. The transverse parts decrease with increasing shear rate according to a power law. Similar to convective boundary layers, which occur in the Graetz–Leveque problem in thermal/mass transport where the boundary-layer thickness is governed by a balance of cross-stream diffusion and down-stream convection at high Péclet numbers [57], scaling arguments have been provided for the dependence of the polymer radius of gyration $R_{gy}$ along the gradient direction on the shear rate $\gamma$ by balancing monomer convection and diffusion [19,56,58]. Typically, the flow strength is characterized by the Weissenberg number $Wi = \gamma \tau$, where $\tau$ is the longest relaxation time of a polymer. Equating the time for the transverse diffusive transport of a monomer $R_{gy}/D$, where $D$ is the diffusion coefficient, with that of the streamwise active transport over the length scale $R_{se}$ of the deformed polymer $R_{gy} / (\gamma R_{gy})$, leads to [19]

$$R_{gy} \sim \gamma^{-1/3}. $$

(2)

Thereby, it is assumed that the deformation along the flow direction is essentially independent of the shear rate. Theory [46] and simulation results [47,58] confirm the latter assumption for large shear rates. An alternative expression is obtained under the assumption that a monomer drags along other monomers, i.e., its diffusion coefficient is reduced by cooperative effects. Setting $D \sim D_0 / R_{gy}$, the above considerations yield...
\( R_{gy} \sim \gamma^{-1/4} \) [59]. Both power-law dependencies have been observed in simulations [56,58,59]. Thereby, the smaller exponent 1/4 is typically seen at smaller shear rates [56,58,59] and the larger at high shear rates [19,58,59].

An essential aspect for the non-equilibrium shear response is the finite length and inextensibility of a polymer, which is implicitly assumed in the above scaling arguments. Exploiting this fact, the dependence \( R_{gy} \sim \gamma^{-1/4} \) can be derived theoretically in a different way [46]. For a long and flexible polymer, its mean square radius of gyration is related to the longest relaxation time \( \tau \) via \( R_{gy} \sim \tau \). The inextensibility constraint links the various spatial components of the polymer [46], which implies

\[
\tau (1 + \gamma^2) = \text{const.} \tag{3}
\]

The quadratic dependence on the shear rate naturally appears even in a lowest order perturbation theory for the polymer deformation along the flow direction, because \( R_{gy} \) is independent of the direction of shear. Hence, \( \tau \sim \gamma^{-2/3} \), or \( R_{gy} \sim \gamma^{-1/3} \). The full theoretical expression indicates a slow cross-over from an unperturbed polymer to the asymptotic behavior (2) at large shear rates. Thereby, an intermediate regime can be approximated by the relation \( R_{gy} \sim \gamma^{-1/4} \) over a small range of \( R_{gy} \) values. Here, very accurate experiments and simulations are required to separate the various scaling regimes or support the gradual change of \( R_{gy} \).

The preferred alignment angle can be calculated by the components of the radius of gyration tensor, which yields in the asymptotic limit of large shear rates the dependence \( \gamma^{3/2-1} \) [46]. This is confirmed by simulations [47].

First direct experimental observations of the tumbling dynamics of DNA molecules have been presented in Ref. [56]. Various attempts have been undertaken to characterize the tumbling motion by a characteristic tumbling time \( \tau_{fl} \) and to find the respective shear-rate dependence (cf. Ref. [48,50]). Simulations and experiments provide a reasonable estimate of \( \tau_{fl} \) by direct counting of end-to-end tumbling events [54,56]. Alternatively, power spectral densities (PSD) have been determined for various correlation functions, which yield the sublinear dependence \( \tau_{fl} \sim \gamma^{-2/3} \) [47,54,58,60-62]. This is consistent with the results obtained by counting tumbling events, as long as thermal motion is important [54,62]. In the athermal limit, a linear dependence on the shear rate is observed [62], in agreement with expectations for Jeffrey orbits [63]. Various other correlation functions have been considered, involving fluctuations of extensions along the shear and gradient directions [54,56,60,61] or those of the radius of gyration tensor components along these axes [48], which provide typically non-periodic functions [48,50,54,56]. Here, the tight linkage of the polymer deformations along the respective spatial directions during a tumbling cycle is important.

Tumbling can also be characterized by the distribution of time intervals between successive tumbling events [55,64-66]. Various criteria can be applied to distinguish tumbling events, e.g., the time interval between comparable polymer conformations [55] – characterized by the polymer extension – or that between successive crossings of the end-to-end vector of the shear-vorticity plane or the gradient-vorticity plane [65]. Since the distribution of tumbling events is typically non-Markovian, it can be rather complicated. However, the distributions should decay exponentially for sufficiently long time intervals, where the events are almost independent. From the exponential function, a decay time can then be extracted and identified as tumbling time. A priori, neither the equivalence of the various definitions is evident, nor it is clear that the same tumbling time or even the same dependence on shear rate, at least qualitatively, is obtained. However, recent theoretical calculations [46,65] and simulations [48-50] suggest that the decay time is closely related to the stationary-state end-to-end-vector relaxation time of a polymer and that the tumbling time exhibits the shear rate dependence \( \tau_{fl} \sim \gamma^{-3/2} \). The latter follows directly from the above considerations, namely that \( \tau = \tau_{fl} \).

Computer simulation studies at extremely high Weissenberg numbers unravel another non-linear phenomenon, where the polymers shrink in size along the flow direction with increasing \( Wi \) [59,67,68]. Thereby, the transverse components approach a constant value. In the presence of hydrodynamics, the effect is attributed to strong hydrodynamic drag forces, which lead to recirculating flows inside a polymer coil and thus to compaction due to entanglement effects [68]. The very large shear rates necessary for compaction are difficult to achieve in experiments, which is the reason why the phenomenon has not been observed so far.

So far, we have mainly addressed flexible polymers. Semiflexible polymers, where the persistence length is comparable with the contour length exhibit additional features. Here, a more or less gradual change of the behavior from that of a flexible to a rodlike polymer is expected with increasing stiffness. Indeed, rods also align with the flow and exhibit a tumbling motion. For the dynamical behavior, however, the presence or lacking of thermal noise plays a major role. Athermal rods in shear flow exhibit so-called Jeffrey orbits, with a rotation frequency which depends linearly on shear rate, i.e., the characteristic time is \( \tau \sim \gamma \) [62,63,69]. In the presence of noise, however, the same dependence as for flexible polymers is obtained [62]. This has been predicted by theory [46] and is observed in computer simulations [54] and experiments [70]. However, recent theoretical studies suggest the relation \( \tau_{fl} \sim \gamma^{-3/4} \) for the tumbling time over a broad range of shear rates for semiflexible polymers [71]. According to the above scaling relation, this would also modify the shear thinning behavior. This aspect deserves further studies. So far, investigations of semiflexible solutions of semiflexible polymers indicate a non-power-law decay of the viscosity in the shear thinning region [72].

1.3.2. Rheological properties in shear flow

As mentioned before, the average anisotropic shape of a polymer determines its rheological behavior. This is illustrated by the following scaling consideration [19]. The tensile force \( F_{ii} \) on the molecule along the flow direction is \( F_{ii} = \zeta R_{gy} \), with \( \zeta \) being the friction coefficient. By the virial theorem, the stress tensor is given by \( \sigma_{ii} = F_{ii} R_{ii} \), and hence the viscosity by

\[
\eta = \sigma_{yy} / R_{yy} \sim \gamma^{2/3} \tag{4}
\]

in the asymptotic limit of large shear rates, with the radius of gyration of Eq. (2) [19]. This is consistent with more precise analytical calculations [46] and agrees also with simulation results [19,58]. Thus, the strong deformation of the polymer leads to pronounced shear thinning, where the shear viscosity decreases by a power-law \( \eta \sim \gamma^{-4} \). Thereby, experiments and simulations [18-20,39,46,47,55,58,73,74] suggest exponents ranging from 0.4 < \( \xi \) < 0.85 [18], i.e., a broad range of exponents. This is partially explained by the broad crossover between the zero-shear rate plateau and the limiting behavior for \( \gamma \rightarrow \infty \).

The first normal stress coefficient, defined as \( \Psi_1 = \sigma_{yy} - \sigma_{xx} \gamma^2 \) [18,20], can be approximated by \( \Psi_1 \sim \sigma_{yy} - \gamma^2 + F_{yy} R_{yy} R_{yy} / R_{yy} \gamma \) to derive a scaling relation. As for the derivation of Eq. (3), we set \( R_{yy} \sim \gamma^{-1/4} \) and \( R_{yy} \sim \gamma^{3/2} \), which leads to

\[
\psi_1 \sim \gamma^{3/2} \sim \gamma^{4/3} \tag{5}
\]

in agreement with the more precise calculation in Refs. [18,20,46]. In contrast to the viscosity, the dependence in Eq. (5) agrees very well with experiments for a broad range of polymer solutions [18,56,58] and a wide spectrum of simulations [19,47,58,74]. This could be related to the fact that normal stresses are easier to determine than shear stresses.

The second normal stress coefficient \( \psi_2 = (\sigma_{xx} - \sigma_{yy}) / \gamma^2 \) is determined by hydrodynamic and excluded-volume interactions [18,20,
and hence depends significantly on concentration. For semidilute solutions, our simulations yield the decay \( \Psi_2 \sim W_{ic}^{-4.5} \) of the magnitude of \( \Psi_2 \) (\( \Psi_2 \) is negative) with increasing shear rate, i.e., it decays with the same exponent as \( \Psi_1 \) \cite{47}. At low concentrations, we could not extract a clear power-law dependence, since the values of \( \Psi_2 \) decrease significantly with decreasing concentration.

We would like to emphasize once more the intimate connection between the structural, dynamical, and rheological properties of flexible polymers in shear flow. The above scaling considerations, and more precise analytical considerations \cite{46}, show that all these quantities depend on the relaxation behavior of the polymer, which in turn is determined by the applied shear flow. Hence, here, we established a relation between the microscopic properties of the system and its macroscopic behavior.

At small shear rates, a polymer solution is in the Newtonian regime and the viscosity is independent of \( \gamma \). However, the zero-shear viscosity \( \eta_0 \) depends on the polymer concentration, which is often presented in the form \cite{47}

\[
\eta_0 = \eta_1 \left( 1 + \frac{\eta_1}{\eta_0} k_H (|\eta_1|) \right)^{2/3} + \ldots.
\]

Here, \( \eta_1 \) is the intrinsic viscosity, \( c \) is the polymer concentration, and \( k_H \) is the Huggins coefficient \cite{36,47}. The term \( k_H (|\eta_1|) \) depends on hydrodynamic interactions \cite{47}. For flexible polymers, \( k_H \) is in the range of 0.2–0.8 and depends on the solvent quality \cite{47}. Typically, the value \( k_H = 0.3 \) is found experimentally for flexible polymers in good solvents \cite{47}. Fig. 3 shows the dependence of the zero-shear viscosity on concentration for polymers of various lengths \cite{47}. The solid line indicates the power-law increase

\[
\eta_0 = \eta_1 (c/c^*)^{\beta - 1/2}
\]

of \( \eta_0 \), as predicted by a blob model of the polymer \cite{75}. The inset plot depicts the relative viscosity

\[
\frac{\eta_0 - \eta_1}{\eta_1} = 1 + k_H |\eta_1| c + \ldots.
\]

The comparison with the simulation data for various polymer lengths yields the coefficient \( k_H = 0.35 \) \cite{47}, which is in close agreement with the experimental result.

Hard sphere suspensions obey the Einstein relation \( 1 \). As discussed in Ref. \cite{47}, the same relation applies to dilute polymer solutions, when the hydrodynamic radius of a polymer is used to define the volume fraction.

As for dilute systems, a polymer in a semidilute suspension is aligned, deformed, and thus exhibits shear thinning. An example of the polymer contribution to the viscosity is displayed in Fig. 4 for polymers of various lengths \( N_0 \) and various concentrations. A concentration independent universal behavior is obtained, when the respective quantities are represented as function of the concentration-dependent Weissenberg number \( Wi = \gamma \tau_0 \), with the concentration-dependent longest relaxation time \( \tau_0 \) of a polymer. Thus, the same (asymptotic) scaling relations as for a dilute system apply for a semidilute system. A closer look, however, shows that partial screening of hydrodynamic interactions with increasing polymer concentration leads to different relaxation behaviors of the end-to-end vector components along the various spatial directions, where the relaxation times obey \( \tau_2 \leq \tau_0 \leq \tau_5 \) \cite{50}.

3.2. Star polymers

Linking polymers at a common center by one of their ends leads to novel polymeric materials with tunable properties \cite{76}. Two extreme limits of such particles are colloidal particles with short grafted polymers, e.g., polymeric latex spheres of varying grafting density \cite{77,78}, or a small connecting center with comparable long polymer arms—star polymers \cite{76,79,80}. Here, we will focus on star polymers. By varying the arm number (functionality \( f \)) and arm length of a star polymer, its properties can be tuned continuously from those of flexible linear polymers to spherical colloidal particles with ultrasoft interactions. Thereby, the structural, dynamical, and rheological properties of star-polymer solutions strongly depend on the arm number, their length, and their concentration \cite{22,23,42,51,76,78,88,89}. Experimentally, non-equilibrium properties have been considered for a wide range of functionalities and concentrations \cite{76,77,91-93}.

3.2.1. Structure and dynamics in shear flow

Similar to flexible polymers, shear flow deforms and aligns star polymers as displayed in Figs. 5 and 6 \cite{22,23,51,89}. Individual arms are stretched along the flow direction with increasing shear rate. For a given functionality, we find a universal dependence of the deformation on the concentration-dependent Weissenberg number \( Wi = \beta \gamma (c/c^*) \gamma \tau_0 \), where \( \gamma \tau_0 = N_0 \tau \) is the Zimm relaxation time and \( \beta \) is a concentration parameter.

**Fig. 3.** Dependence of the zero-shear viscosity on the scaled concentration \( cc^* \) for the polymer lengths \( N_0 = 40 \) ( ), \( N_0 = 50 \) ( ), and \( N_0 = 250 \) ( ). The solid line indicates the power-law \( (c^*)^{-0.5} \) with \( \beta = 0.6 \). In the inset, \( \eta_0 - 1 \), Eq. (7), is shown as function of \( c/c^* \) for \( N_0 = 40 \) ( ) and \( N_0 = 50 \) ( ); the slope of the solid line is 0.35, which corresponds to the Huggins constant of polymers in good solvent. From Ref. \cite{47}.

**Fig. 4.** Dependence of the normalized polymer contribution to shear viscosity on \( Wi \). Open symbols correspond to systems of polymer length \( N_0 = 50 \) for \( cc^* = 0.16 \) ( ), \( cc^* = 1.6 \) ( ), and \( cc^* = 2.68 \) ( ); filled symbols denote results for \( N_0 = 250 \) with the concentration \( cc^* = 0.17 \) ( ), \( cc^* = 0.35 \) ( ), \( cc^* = 1.38 \) ( ), \( cc^* = 2.77 \) ( ), \( cc^* = 5.39 \) ( ), and \( cc^* = 10.38 \) ( ). From Ref. \cite{47}.
dependent factor [22]. Along the gradient and vorticity directions, star polymers shrink for $Wic > 1$. Thereby, the compression along the vorticity direction is quite small compared to that in gradient direction [22, 89]. As expected, the factor $\beta(c/c^\ast)$ increases strongly with increasing concentration in a nonlinear manner. Thereby, the values for the various functionalities and arm lengths follow a universal curve [22, 23].

We find a universal stretching behavior for stars of various functionalities in terms of a functionality-dependent Weissenberg number $\phi_f Wic$ in dilute solution, where the factor $\phi_f$ accounts for the functionality dependence [23]. At higher concentrations, however, a weaker stretching is observed at large $\phi_f Wic$. The radius of gyration tensor component along the gradient direction decays slower with increasing shear rate at higher concentrations. Thereby stars of different functionalities exhibit a universal behavior at a particular concentration [23]. Surprisingly, the scale factor $\phi_f$ decreases with increasing functionality as $\phi_f \sim f^{-2/3}$, i.e., the relaxation time of the shear response decreases with increasing functionality [23]. This is in contrast to the relaxation time of an individual polymer arm, which is predicted to follow the dependence $f^{(2 - 3\nu)/2}$, with $(2 - 3\nu)/2 = 0.1$ for $\nu \approx 0.6$ [82]. A possible explanation for the discrepancy is that the simulation results of [23] are derived for moderate arm lengths and functionalities, while the scaling arguments apply to very long arms and large functionalities. It would certainly be interesting to investigate star-polymer relaxation times in equilibrium in more detail to clarify this problem.

At equilibrium, the arms of a star polymer exhibit conformational properties similar to those of an individual polymer under good solvent conditions. This is reflected in the scaling properties of the arm structure factor, which exhibits the dependence $q^{-1.0}$ with $\nu \approx 0.63$ on the scattering vector. Under shear flow, the arms are stretched, which is manifested by an increase of $\nu$ up to $\nu \approx 0.8$ for large shear rates [23].

![Fig. 5. Star polymer conformations (top) and monomer density distributions at equilibrium (left) and under shear flow (right). From Ref. [51].](image1)

![Fig. 6. Simulation snapshot of a solution of star polymers with $f = 50$, $c/c^\ast = 1.46$, and the Weissenberg number $Wic \approx 10^2$. Only star polymers with their centers in a slice of thickness of $3R_g$ parallel to the flow-gradient plane are shown, where $R_g$ is the radius of gyration at equilibrium. Multiple colors are used to distinguish the various star polymers more easily. From Ref. [23].](image2)
indicates that the arms are never fully stretched in the ensemble average.

The connectivity of the polymer arms drastically alters the non-equilibrium dynamical behavior of a star polymer. Similar to individual polymers, stars with a few arms only \( f \leq 4 \) exhibit a tumbling motion, with a cyclic stretching and collapse of the whole star polymer. For large \( f \), however, the stars rather exhibit a tank-treading-like motion [23,89, 94], reminiscent to the dynamics of vesicles [95–97]. However, individual arms still undergo tumbling motion with a cyclic stretching and collapse of individual arms [51]. The conformational changes are visible in Figs. 5 and 6. Along the vorticity direction, the center-to-end vector correlation function decays exponentially with time, with a shear-rate-dependent relaxation time. The latter scales as \( \gamma^{-1} \) for \( Wi > 1 \), as for linear polymers. Along the shear and gradient directions, the relaxation dynamics is tightly coupled and the respective center-to-end vector component correlation functions exhibit a damped oscillatory behavior [51].

The rotation of the star polymer also affects the fluid flow field. Specifically, the flow lines in the interior of the star polymer are closed, i.e., the internal fluid is screened from the outer one [94]. The rotation dynamics can be quantified by an angular rotation frequency \( \omega_0 \) [23, 89]. For shear rates \( \phi Wi \ll 1 \), the frequency assumes the expected value \( \omega_0 = \gamma/2 \). For large shear rates, the magnitude of the rotation frequency increases as \( \omega_0 \sim \gamma^\ast \) with increasing \( \gamma \). Thereby, the exponent \( \gamma \) depends strongly on concentration. In dilute solution, we find \( \gamma \sim 0.5 \), almost independent of the functionality [23,89], whereas above the overlap concentration \( \gamma \sim 0.35 \). Simulations of dilute systems without hydrodynamic interactions yield \( \gamma \approx 0.4 \) [94]. Thus, the lack or presence of hydrodynamic interactions has a significant influence on the star’s rotational dynamics. Qualitatively, an increase of the polymer concentration has the same effect on \( \omega_0 \) as suppression of hydrodynamic interactions. Hence, we interpret the increase of \( \gamma \) as an indication of screening of hydrodynamic interactions in star polymer solutions at concentrations far above the overlap concentration.

The shear-rate dependence of the rotation frequencies extracted from the simulation data for various functionalities can be reproduced well by the Keller–Skalak (KS) model for vesicles [95] over a broad range of shear rates [23]. Thereby, we identify the axis of the effective ellipsoid with the square root of the respective major axis of the radius of gyration tensor [23].

The diffusive dynamics of the center-of-mass of a star polymer is significantly slowed down with increasing concentration at equilibrium. However, under shear flow, the dynamics is enhanced, and we find diffusion coefficients along the gradient and vorticity direction, which grow by an order of magnitude, when we increase the Weissenberg number from unity to \( 10^5 \) [51]. A similar behavior has been reported for the diffusive dynamics of colloidal particles in glasses [98,99]. At higher concentration, close spatial proximity of the star polymers leads to caging. The respective star polymers rattle in their cage until a certain rearrangement of the neighborhood opens a route to escape. Above the escape time, the star polymers exhibit Brownian motion. Shear promotes fast and considerable rearrangements of the star polymers, particularly since they are dragged along the flow direction by shear. Thus, the star polymers can escape easily from the local neighborhood, which is reflected in the shear enhanced dynamics.

### 3.2.2. Rheological properties in shear flow

The flow induced deformation and alignment of star polymers determines the rheological properties of the suspension. Fig. 7 illustrates the dependence of the stress tensor on the Weissenberg number and concentration. For \( Wi > 1 \), the shear stress strongly depends on the concentration. The sublinear increase of the shear stress implies shear thinning of the suspension. Simulations reveal a universal dependence of \( \eta \) on \( \phi Wi \sim 1 \) for low concentrations independent of functionality [51]. Here, the viscosity can be described by the power-law \( \eta \sim \gamma^\ast Wic \) for \( \phi Wi \gg 1 \). For higher concentrations, again a universal curve is obtained for various functionalities, but with the steeper slope of \( \eta \sim \gamma^\ast Wic^{0.5} \) [51]. Interestingly, simulations did not show a zero shear-rate plateau for concentrations significantly above the overlap concentration. This points toward the presence of yield stress in such systems.

Zero-shear viscosities \( \eta_0 \) for star polymers of various functionalities from experiments and simulations are displayed in Fig. 8 [76,77]. The zero-shear viscosity increases rapidly with concentration. The simulation data are well described by the relation \( \eta_0/\eta_0^* = 2.5b^2 + 6.2s^2 \), which implies a faster increase than that for linear polymers, where \( \eta_0/\eta_0^* = 2.5b + 6.2s^2 \) with the Huggins coefficient \( K_H = 0.3 \) [47]. Furthermore, the zero-shear viscosity as a function of \( c/c^\ast \) depends only weakly on the arm length. The figure shows a very consistent trend of an increase of the zero-shear viscosity with increasing functionality at constant concentration \( c/c^\ast \), and demonstrates the crossover of star-polymer properties from ultra-soft to hard-sphere colloids with increasing \( f \). Other simulations yield a near power-law increase of the star-polymer zero-shear rate viscosity in the range \( 0.1 < c/c^\ast < 4 \) for functionalities in the range \( 10 < f < 50 \) [51].

**Fig. 7.** Normalized shear stress \( \eta_{xy} \) as a function of \( Wi \) for the concentrations \( c/c^\ast = 0.2, \ 0.29, 0.49, 0.68, 0.97, 1.46, 2.32 \) (top to bottom) and the functionality \( f = 50 \). The dashed and solid lines indicate the power-laws \( \eta_{xy} \sim Wi^1 \) and \( \eta_{xy} \sim Wi^{0.5} \) respectively. The inset displays the dependence of the scale factor \( c_{xy} \) on concentration, where \( c_{xy} \) is the hydrodynamic radius. From Ref. [51].

**Fig. 8.** Experimental and simulation results for the zero-shear viscosity of star polymer suspensions. Experimental results (open symbols) for functionalities \( f \geq 34 \) are extracted from Fig. 6 of Ref. [77]. They are compared with the simulation results for star polymers with \( f = 10 \) (closed symbols, dashed line) and for linear polymers [47] (solid line). From Ref. [22].
The viscosity of star-polymer solutions of very high functionality \( f = 390 \) has also been measured experimentally at concentrations in the fluid and glassy phases [93]. In the semidilute regime, the shear stress shows a linear increase at low shear rates, followed by a less pronounced growth with an effective exponent of approximately 0.5; this effective exponent decreases with increasing concentration [93]. Both observations are consistent with our simulation results. The exponent of the power law of the shear stress for intermediate Weissenberg numbers is important, because a value larger than unity signals shear banding. Such a behavior has indeed been predicted for concentrated solutions [100]. On the basis of our simulations, no shear banding is predicted for stars with \( f \leq 50 \) in the investigated concentration range. We expect that considerably larger functionalities are necessary to observe shear banding.

The first normal stress coefficient and the magnitude of the second one decrease with increasing shear rate [42,51]. Thereby, \( \Psi_1 \) exhibits the dependence \( \Psi_1 \sim (\phi W_0)^{−4/3} \) on the shear rate and functionality \( f \geq 10 \). This exponent is different from that of flexible polymers. The reason for the observed difference is yet unexplained. We also find quite pronounced second normal stress coefficients. They decrease as \( [\Psi_2] \sim (\phi W_0)^{−4/3} \) for \( \phi W_0 > 1 \), i.e., show the same exponent as concentrated polymer solutions. Since excluded-volume interactions mainly determine \( \Psi_2 \), the large magnitudes of the second normal stress differences for dilute and concentrated systems point toward strong excluded-volume interactions, both intramolecular at low concentrations, as well as intermolecular at higher concentrations.

3.3. Dendrimers

Dendrimers form another class of ultrasonic colloids with tunable properties [101]. As for star polymers, their dynamical and rheological properties strongly depend on the structural unit, from which the hierarchical entity emerges. However, so far comparably little is known about their rheological properties.

3.3.1. Structure and dynamics in flow

Dendrimers are deformed and aligned by a shear flow [102,103], with a weak compression along the gradient direction and an even weaker effect along the vorticity direction. The elongation in the flow direction depends on the dendrimer rigidity. The simulations of Ref. [102] indicate a power-law increase in the range 0.1 \( W_i \leq 50 \), with a slope somewhat smaller than unity. This is in contrast to linear and star polymers, where the elongation increases initially quadratically [23,47]. Therefore, a suitable relaxation time for the determination of the Weissenberg number seems to be

\[
\tau = \frac{G^3 (2G + 1)^{3/2}}{k_B T}
\]

(9)

where \( G \) is the number of generations, \( l \) is the bond length, and \( v = 0.588 \) is the Flory exponent [102].

3.3.2. Rheological properties

Shear simulations of dendrimers reveal shear thinning at sufficiently high shear rates with an approximate power-law decay \( \gamma \sim \tau^{−1} \) [43,103,104]. For the exponent, the values \( \zeta = 1/3 \) [104] and \( \zeta = 0.55 \pm 0.06 \) [103] have been reported. In Ref. [103], the exponent is found to be independent of topology by comparing linear polymers with dendrimers. The viscosity curves normalized by the zero-shear viscosity for dendrimers and linear polymers collapse as function of the reduced shear rate \( \eta R f / (Nk_B T) \sim \zeta, \) where \( M \) is the molecular weight and \( N_A \) is the Avogadro constant.

The dendrimer zero-shear viscosity \( \eta_0 \) exhibits a molecular weight dependence, which is very different from that, e.g., of linear polymers [103,104]. For a dendrimer, \( \eta_0 \) increases initially at low molecular weight, passes through a maximum, and decreases for a large number of monomers. In contrast, for linear polymers, the viscosity increases in a power-law manner. Shear-thinning of dendrimers has also been found in simulations of elongational flow [43].

The first and second normal stress coefficients also decay for large shear rates with a power-law \( [\Psi_{1,2}] \sim \gamma^{−1} \), similar to star polymers [103].

In general, very little quantitative studies of dendrimer rheology have been performed. This is certainly a consequence of the considerably larger computational cost of simulations due to the required large number of particles.

4. Vesicles, capsules, and cells

Droplets, vesicles, capsules and cells are all small bags of an internal fluid, which is separated from the embedding, outside fluid by a closed interface or membrane. The dynamics of such objects, in particular under flow, depends on the physical origin of their deformability, like the surface tension at constant volume for droplets, the membrane bending rigidity at fixed volume and surface-area for vesicles, and, in addition, the membrane shear elasticity for capsules and cells. Therefore, these systems have to be investigated independently to understand the relation between the elasticity of the particles and the rheological behavior of their suspensions.

Suspensions of vesicles, capsules, and cells receive more and more attention due to their importance in technological and biomedical applications. Examples include various cell organelles, drug delivery carriers, cosmetic and food industry applications, and tissue components.

4.1. Vesicles

A vesicle consists of a fluidic lipid bilayer membrane of fixed area \( A \), which encloses a fluid volume \( V \). Their shapes and deformations are controlled by the curvature elasticity of the membrane, which is governed by the bending rigidity \( \kappa \).

In the dilute regime, the vesicle dynamics under shear flow shows three different types of motion: tank-treading (TT), tumbling (TB) and vacillating-breathing (VB) (also called trembling or swinging). In the tank-treading regime, the vesicle shape is stationary, characterized by a constant value of the inclination angle \( \psi \) of the eigenvector of the radius-of-gyration tensor with the largest eigenvalue and the flow direction, but a rotational motion of a tracer particle attached to the lipid membrane. In the tumbling regime, the whole vesicle rotates, almost like a rigid object. In the vacillating-breathing regime, the shape deformation of the vesicle becomes important, which leads to an oscillation of the shape between a positive and a negative inclination angle. The stability of these types of vesicle dynamics depends on viscosity contrast \( \lambda = \eta_{\text{out}}/\eta_{\text{in}} \), where \( \eta_{\text{in}} \) and \( \eta_{\text{out}} \) are the fluid viscosities of the inner and outer fluids, and shear rate \( \dot{\gamma} \), with TT and TB occurring at low and high \( \lambda \), respectively [95,105–115].

For tank-treading quasi-spherical vesicles in three dimensions (3D), the viscosity of a dilute suspension has been predicted to be [116,117]

\[
\eta/\eta_{\text{out}} = 1 + \left( \frac{5}{2} \right) \phi \left[ \left( 1 - \frac{\Delta}{4\eta} \right)^{2/3} - 1 \right]
\]

(10)

as a function of excess area \( \Delta = 4m((A/4m)/4m/3V)^{2/3} - 1 \) and viscosity contrast \( \lambda \), where \( \phi \) is the vesicle volume fraction. Thus, the intrinsic viscosity \( \eta_0 = (\eta - \eta_{\text{out}})/\eta_{\text{in}} \) is predicted to be a decreasing function of \( \Delta \) and \( \lambda \). Furthermore, \( \eta_0 \) is foreseen to exhibit a cusp-like minimum at the tank-treading to tumbling (or tank-treading to vacillating-breathing) transition, and then to increase again with increasing \( \lambda \) [116,117]. This latter behavior has also been found in the numerical calculations of a two-dimensional vesicle by the boundary-integral approach [118].

These theoretical predictions have been tested experimentally [119,120]. While a decrease of \( \eta_0 \) with increasing \( \lambda \) was found in Ref. [119], in
good agreement with the theoretical prediction in Eq. (10), in contrast, an increase of $\eta_I$ was observed in Ref. [120]. However, the available experimental results are not conclusive so far for the following reasons. First, vesicle sizes in suspensions are typically polydisperse. Second, viscosity measurements require a minimum volume fraction $\Phi$ of vesicles, typically 5% to 10%, and are therefore difficult to extrapolate to the dilute limit [120]. Indeed, recent experiments [121] demonstrate that vesicle interactions become relevant for the suspension’s viscosity for $\Phi$ around 10%.

This has stimulated new simulation studies of vesicles in shear flow in narrow channels [122•–124]. Because of the high numerical cost of vesicle simulations in 3D, these simulations have been performed using 2D model systems. Here, the systems investigated in Ref. [122•] and Refs. [123,124] differ by their presence or absence of thermal fluctuations, which concerns both cross-streamline diffusion as well as membrane undulations.

We discuss first the simulation results for a system with thermal noise. The snapshots of vesicle conformations displayed in Fig. 9 show the typical collision process of two vesicles, which are slightly displaced in the vertical direction, and therefore move with different velocities in the flow direction. As the vesicles collide, their long axes rotate together to align first with the flow direction, possibly a bit further. Then, the vesicles separate again and the vesicle axis rotates back to its unperturbed inclination angle [122•]. This time-dependence obtained in the simulations is in good agreement with experimental results [120]. Similar results have also been obtained from simulations in 3D (without thermal noise) [125•]. The intrinsic viscosity of the same system is shown as a function of viscosity contrast and reduced shear rate $\dot{\gamma}$ in Fig. 10. Here, the reduced shear rate is defined as $\dot{\gamma} = \dot{\gamma} + \lambda$, where $\lambda = \eta_{\text{visc}}R_0/\nu$ is the characteristic vesicle relaxation time with average vesicle radius $R_0$. In the tank-treading regime, the viscosity is found to be an increasing function of $\lambda$, in agreement with the experiments of Ref. [120]. Simultaneously, the suspension shows a pronounced shear-thinning behavior, which makes it difficult in the simulation to reach the low-shear-rate plateau [122•].

The rheological behavior in the absence of thermal noise seems to be substantially different. In this case, the normalized effective viscosity of the suspension in a 2D narrow channel with $\Phi = 0.06$ is nearly indistinguishable from the viscosity at very high dilution, which decreases with increasing $\lambda$ [123]. Only in the TB regime with $\lambda \gtrsim 20$, the viscosity of the suspension is significantly enhanced. This effect occurs, because in the steady state TT vesicles order in a single line with approximately the same distances between them. At higher concentrations, vesicles can arrange in two or three files [124]. Simulations of vesicle suspensions in unbounded shear flow in 3D (also without thermal noise) show a very similar dependence on the viscosity contrast for $\Phi = 0.1$ and $\Phi = 0.2$ [125•].

If these differences in the rheological behavior can indeed be traced back to the presence or absence of thermal fluctuations, then this raises the important questions (i) of the mechanism which affects the viscosity so strongly, and (ii) in which systems noise plays an important role, and in which not. It has been found in 2D [113] and 3D [110] systems that vesicles have highly convoluted shapes and show an irregular dynamics in and near the vacillating-breathing regime, in agreement with experimental observations [108], which indicates the importance of thermal noise. More detailed studies, both experimental [126] and

![Fig. 9. Configurations at consecutive times with time lag t = 16 of 2D vesicles with viscosity contrast $\lambda = 1.0$, reduced area $A^{*} = 0.8$ (the area in units of the area of a circle of equal perimeter length), reduced shear rate $\dot{\gamma} = 2.0$, and volume fraction $\Phi = 0.14$. One point of each vesicle membrane is colored yellow for visualization of its evolution during tank-treading, and one vesicle blue for visualization of the translational motion. From Ref. [122•].](image)

![Fig. 10. Intrinsic viscosity $\eta_I = (\eta - \eta_{\text{visc}})/(\eta_{\text{visc}} \Phi)$ of a vesicle suspension as a function of (top) the viscosity contrast $\lambda$ for reduced shear rate $\dot{\gamma} =$ 2.0, reduced area $A^{*} = 0.8$, and concentrations $\Phi = 0.05$ (●), 0.09 (△), and 0.14 (○) (the dashed line is the interpolation to the data, the tank-treading-to-tumbling transition is predicted to occur at $\lambda = 3.7$ in the Keller–Skalak (KS) theory [95]); (bottom) the reduced shear rate $\dot{\gamma}$ for reduced area $A^{*} = 0.8$, concentration $\Phi = 0.28$, and viscosity contrasts $\lambda = 2.0$ (●, ○) and 5.0 (△, □). From Ref. [122•].](image)
Capsules are often referred to with an elastic membrane whose area may not be strictly conserved. Thus, capsule deformation in flow may also lead to area dilation. In contrast to vesicles, capsule membrane is elastic. Dynamics of a single capsule in flow has been investigated experimentally [131–133] and theoretically [134–136], and in simulations [137–139], while the rheology of capsule suspension has been mainly studied in numerical simulations [26,140–142,143].

4.2.1. Dynamics of single capsules
Several authors have studied the flow-induced deformation of synthetic capsules, which consisted of liquid drops surrounded by thin polymeric membranes [131–133,144]. The experimental results have been fitted with the theory for small capsule deformations in flow [134] showing good agreement up to moderate capsule deformations. At large deformations a non-linear behavior is expected to have a contribution. More recent experiments on polyeamide micro-capsules in shear flow [132,133] have shown shape oscillations and membrane wrinkling. The results have been fitted by the theory [134], even though the theory assumes a steady capsule shape without oscillations. The instability of capsule shape and wrinkling in shear flow has been theoretically investigated in Ref. [135], where a critical shear rate for the instability and the wavelength of wrinkling have been predicted.

Dynamics of capsules in shear flow is also characterized by the two states: tumbling and tank-treading. The transition can be triggered by a viscosity contrast between the inner and outer fluids similar to that for vesicles, which has been first described by the Keller–Skalak theory [95]. The KS theory assumes a fixed path for a tank-treading capsule, and therefore, does not reflect shape oscillations. Improved theories [145,146] for red blood cells (or also capsules) have added an energy barrier for tank-treading due to membrane elasticity. For a spherical capsule this barrier becomes very small, while it increases as a capsule departs further from a spherical shape. Thus, tumbling-to-tank-treading transition may also depend on the elastic barrier for non-spherical capsules, for instance RBCs. Recent theories [136,138] have also included membrane oscillations, which appear to be crucial for correct prediction of capsule dynamics. When cell shape deformation is also taken into account, two types of oscillation modes coexist: one induced by the shape deformation similar to fluid vesicles and the other induced by the tank-treading energy barrier [147]. For non-spherical capsules accompanied by a local energy minimum, coupling of these two modes generates a complicated phase behavior.

4.2.2. Rheology of capsule suspensions
The rheology of capsule suspension has been investigated in a number of simulations [26,140,141,142,143] with a common conclusion that capsule suspension exhibits shear thinning. Also, suspension’s viscosity strongly depends on the volume fraction of capsules. Rheology of a dilute capsule suspension has been studied in Ref. [140] showing a shear-thinning behavior. However, the dependence of suspension’s viscosity on the viscosity ratio (λ) between inner and outer fluids surrounding capsule shows a non-trivial behavior. An initial increase of λ from unity leads to a decrease of the suspension’s viscosity, while a further increase in λ may result in an increase of suspension’s viscosity. This effect is related to the transition from a tank-treading behavior of capsules to tumbling at high enough values of λ.

The rheology of capsule suspensions at moderate concentrations has been investigated in Refs. [141–143]. Apart from a shear-thinning behavior, microstructure of the suspension has been discussed including also single capsule properties such as orientation and deformation. The measurements of the normal stress differences [141,142] have shown an unexpected behavior, such that the first normal stress difference is negative at low shear rates and becomes positive as the shear rate is increased. The numerical results of Ref. [142] have also indicated that at high enough concentration of capsules a yield stress may appear even without any aggregation interactions between capsules. The study in Ref. [147] have considered inertial effects on the suspension’s rheology in Poiseuille flow. The apparent viscosity of capsule suspension may decrease with an increasing Reynolds number for relatively soft capsules. This effect is related to strong capsule deformations.

4.3. Blood cells and blood flow
Red blood cells (RBCs) combine the properties of both vesicles and capsules with the membrane comprising viscoelastic and area-preserving properties with a finite bending stiffness. Human RBCs have a biconcave shape with a diameter ranging between 6 μm and 8 μm and a thickness of about 2 μm. A RBC membrane is constructed from a lipid bilayer with an attached spectrin–protein cytoskeleton, which provides integrity for a RBC since it is subject to substantial deformations in microcirculatory blood flow. The inner fluid of a RBC is a hemoglobin solution, which can be considered nearly Newtonian and is about 5 times more viscous than the blood plasma.

Mimicking RBC structure, a complete RBC model needs to include elastic energy of the spectrin network, a curvature energy to describe bending resistance of the lipid bilayer, conservation of both the cell area and volume to represent the area incompressibility of the lipid bilayer and incompressibility of a cytosol, membrane viscosity, and the viscosity contrast between the cytosol and blood plasma. The RBC biconcave shape corresponds to the reduced volume \( V' = V_0 / (\mu R_0^3) \) with \( V_0 \) being the RBC volume and \( R_0 = A_0 / (4\pi) = 3.25 \, \mu m \), where \( A_0 \) is the area of a RBC. The reduced volume of a healthy RBC is equal to about \( V' = 0.6 \). More details on RBC and blood flow modeling can be found in recent reviews [148,149,150,151].

4.3.1. Shapes and dynamics of single RBCs in flow
The behavior of single RBCs in flow inevitably affects blood rheological properties. Deformation and dynamics of RBCs have been investigated experimentally in various flows including shear flow [146,152,153] and tube or Poiseuille flow [154,155].

Similar to the dynamics described for vesicles and capsules, RBCs in shear flow exhibit tumbling and tank-treading motion [146,152,153]. An experimental study [152] has shown that the existence of these two states is due a RBC minimum energy state such that a certain energy barrier has to be exceeded in order for a RBC to tank-tread. Similarly to vesicles and capsules, this transition can be also induced by the viscosity contrast between the cytosol and the suspending fluid, where the latter one is normally varied in experiments. Furthermore, a tank-treading
RBCs are also subject to a swinging motion around the tank-treading inclination angle [146].

The first theoretical predictions of RBC dynamics [145, 146] have been derived from the Keller–Skalak theory for vesicles [95] by adding an elastic energy barrier for the tank-treading motion. These theories have qualitatively captured the tumbling-to-tank-treading transition; however, at high enough viscosity contrast ($\lambda \geq 3-4$) theoretical predictions led to a relatively wide region of an intermediate dynamics with a co-existence of both tumbling and tank-treading states. In contrast, experiments [146, 153] and numerical simulations [30, 31, 34, 147, 156] of RBC dynamics in shear flow have not provided any evidence for the existence of the intermittent region. Recent theories and simulations [136, 138] were able to resolve this issue and found that the prediction of the intermittent region in previous works has been due to the assumption of a fixed tank-treading path of RBCs. Thus, RBC deformation during tank-treading is important. There also exist breathing dynamics around the tumbling-to-tank-treading transition, which is characterized by strong membrane deformation. Recent experiments [153] and simulations [157] have shown the existence of another dynamical state called rolling, where a RBC just rolls in shear flow with the orientation along the vorticity direction. This transition has been attributed to anisotropic properties of a membrane leading to a rolling state, in which RBC deformations might be reduced. Finally, RBC simulations with a non-zero membrane viscosity [31] have shown that this property might be essential to quantitatively capture RBC dynamics in shear flow.

RBCs in Poiseuille flow show rich behavior characterized by various shapes including parachutes and slippers [28, 30, 33, 154, 155–162]. Parachutes correspond to a symmetric shape similar to a semi-spherical cap which flow in the center of a tube practically without any membrane motion. In contrast, slippers are asymmetric RBCs in tube flow whose membrane is in motion (e.g., tank-treading). There exist two types of slippers observed in experiments, a non-centered slipper [155] and a centered slipper [154], where the latter may closely resemble parachute shape. Slipper shapes have been also simulated using 2D [159, 161] and 3D models [162].

2D simulations in slits [159, 161] have been used to predict a phase diagram of various shapes including parachutes, slippers, and a snaking dynamics, depending on RBC confinement and flow strength. The snaking dynamics is referred to an oscillating RBC dynamics near the tube center. Recent 3D simulations [162] have also resulted in a diagram of RBC shapes in tube flow, which is only qualitatively similar to the diagram in 2D. Fig. 11 presents the RBC shape diagram in 3D for different flow rates and confinements. The parachute shape is mainly found at strong confinements and high flow rates, while off-center slippers are predominantly observed at low confinements. At low enough flow rates off-center tumbling RBCs are also found, which are due to the existence of the tumbling-to-tank-treading transition described above. This region is not present in 2D simulations [159, 161], since this transition cannot be captured by a 2D model. At small shear rates $\gamma$, a snaking region is observed with a RBC performing a periodic oscillatory motion near the center line. However, in contrast to tumbling in 2D [159, 161], the snaking motion in 3D is fully three dimensional and may have an orbital drift, which is similar to a RBC rolling motion in shear flow [153, 157]. Another prominent difference between the phase diagrams in Fig. 11 and in 2D simulations [159, 161] is the existence of the “confined slipper” in 2D at high confinements which is absent in 3D. Slippers at high confinements in 3D are suppressed due to the cylindrical shape of a tube, since a confined slipper would have to follow the wall curvature, which is energetically unfavorable.

4.3.2. Blood rheology

Blood rheological characteristics are determined by the properties and dynamics of RBCs due to their high volume fraction or hematocrit. Blood rheology has been measured in a number of experiments [163–165]. Early experiments [163, 166] have found that RBCs in whole blood (i.e., freshly drawn and stabilized against coagulation) are able to aggregate into structures called “rouleaux”, which resemble stacks of coins. The aggregation between RBCs is mediated by the plasma proteins [166], which has been verified by an addition of fibrinogen to blood [166]. Rouleaux structures are very fragile and form at rest or at sufficiently slow flows. An increase of shear rate would lead to a break-up of the rouleaux structures resulting eventually in a fully dispersed RBC suspension. The aggregation process is reversible and rouleaux can re-form at low shear rates. Due to aggregation interactions between RBCs, whole blood shows a non-zero yield stress (a threshold stress for flow to begin) [163, 167].

The viscosity of whole blood and of non-aggregating RBC suspension has been measured in experiments [163–165] and modeled in simulations [32, 168]. Fig. 12 presents the comparison of the relative viscosity (the RBC suspension viscosity normalized by the viscosity of the suspending media) from simulations and experiments. Blood viscosity exhibits a shear-thinning behavior. A qualitatively similar behavior has been found for capsule suspensions [140, 141] and for a suspension of RBC-like particles [26, 142, 160]. Clearly, a tremendous increase of viscosity at low shear rates is due to the aggregation between RBCs. RBC aggregation has also been investigated for two-cell and multiple-cell aggregates [169, 170] with a focus on their behavior in flow. The first attempts to estimate the dependence of viscosity on RBC aggregation [24] were not able to reproduce blood rheology due to a very small simulation system of up to ten aggregated RBCs.

Matching of the viscosity predictions in simulations [168] with the experimental measurements [163–165] allows one to calibrate RBC aggregation interactions. Then a step further is a direct calculation of aggregation forces between two RBCs, a property which has never been measured in experiments. Simulations [168] predict that the force required for a break-up of two RBCs in the normal direction is in the range of 3.0 pN to 7 pN, while the tangential force needed for a sliding break-up is in the range of 1.5 pN to 3 pN. A fluid shear stress required for RBC disaggregation has been measured in shear flow experiments [171], and lies between 0.01 Pa and 0.1 Pa, while simulations result in a value of about 0.02 Pa.

Existence of a non-zero yield stress in whole blood is attributed to rouleaux structures [163, 167]. A direct confirmation of yield stress is not possible in both experiments and simulations, and therefore,

![Fig. 11. A phase diagram of RBC shapes in tube flow for $\gamma = 18.9 \times 10^{-5} \text{ N/m}$, $\nu_0 = 3 \times 10^{-19} \text{ J}$, which correspond to average membrane properties of a healthy RBC. Various dynamic states, depending on the flow strength characterized by $\gamma$ and confinement $\chi$, are depicted by symbols: parachute (green circles), slipper (brown squares), tumbling (red diamonds) and snaking (blue stars) discocyte. The phase-boundary lines are drawn approximately to guide the eye. From Ref. [162].](image-url)
available measurements are usually extrapolated to zero shear rate, which has been done, for example, for blood in Ref. [166]. The extrapolation for soft capsules and cells is often convenient to perform in the Casson coordinates \((\gamma^{1/2}, \tau_{xy})\), where \(\gamma\) is the shear rate and \(\tau_{xy}\) is the shear stress [172]. Fig. 13 shows simulated data for \(H_t = 0.45\) [168] in Casson coordinates. Extrapolation to zero shear rate clearly results in a non-zero yield stress for whole blood, while for a non-aggregating RBC suspension yield stress vanishes. Simulations [168] predict \(\tau_y\) to be approximately 0.0017 Pa, while experimental measurements [163] lie between 0.0015 and 0.005 Pa. Yield stress in a RBC suspension may also exist at very high (non-physiological) hematocrit values [142].

The non-Newtonian viscosity and yield stress in blood can be connected to RBC membrane properties, dynamics, and aggregation interactions. Measurements on a single cell level in a RBC suspension may be difficult or unfeasible in experiments, while simulations are ideal for that. The local microstructure of blood can be described by the radial distribution function (RDF) of RBC centers shown in Fig. 14(a) [168]. No significant structures are found for the non-aggregating case, while structures of 2–4 cells can be detected in whole blood for low shear rates. However, any microstructure is completely lost at high shear rates, and therefore the shear-thinning of a non-aggregating RBC suspension is not related to microstructural changes. This also clearly indicates that the aggregation interactions between RBCs are responsible for the steep increase in blood viscosity at low shear rates and for yield stress, since larger rouleaux structures have to be destroyed for blood to flow.

Deformation and dynamics of single RBCs within the suspension is illustrated in Fig. 14(b) and (c) for different shear rates [168]. Tumbling of RBCs at low shear rates is supported by the nearly constant RBC asphericity of about 0.154 (equilibrium value for a discocyte shape) and by the broad orientation-angle distribution [175]. Also, RBC tumbling is partially hindered in non-aggregating suspensions due to crowding in comparison with the theoretical prediction for tumbling of a single RBC. In contrast, RBC aggregation results in a nearly uniform orientation-angle distribution at low shear rates. At high shear rates, RBCs are subject to tank-treading dynamics supported by a narrow \(\theta\) distribution in Fig. 14(c). A significant increase of the asphericity in Fig. 14(b) also indicates strong RBC elongation at high shear rates. In the range of shear rates, between 5 s\(^{-1}\) and 200 s\(^{-1}\), RBCs strongly deform which is indicated by a smaller RBC asphericity than that in equilibrium (Fig. 14(b)). Thus, in this range RBCs attain on average a more spherical shape, which leads to shear thinning through a reduction of shear stresses due to lowering tumbling constraints in comparison with the biconcave RBC shape. Moreover, the tumbling-to-tank-treading transition further decreases the shear stresses resulting in shear thinning.

### 4.3.3. Blood flow

Behavior of RBCs and blood rheological properties govern the flow of blood in microvessels. A well-known effect which describes a dependence of the apparent blood viscosity on vessel diameter is the Fahraeus–Lindqvist effect [173] which predicts a decrease in the effective blood resistance with decreasing tube diameter [174]. The apparent viscosity is found as

\[
\eta_{app} = \frac{\eta_{pl} D^4}{128 Q L} = \frac{\eta_{pl} D^2}{128} \Delta P L
\]

where \(D\) is the tube diameter, \(Q\) is the flow rate, and \(\Delta P/L\) is the pressure gradient in a tube of length \(L\). For convenience, we normalize the apparent viscosity by the plasma viscosity to obtain relative viscosity of blood \(\eta_{rel} = \eta_{app}/\eta_{pl}\), where \(\eta_{pl}\) is the plasma viscosity. Fig. 15 compares simulation results [175] against the empirical fit to experiments [174]. The Fahraeus–Lindqvist effect serves as one of the validation tests for blood flow models, and this test has also been performed in other scientific investigations [25,35,176–178].

The Fahraeus–Lindqvist effect arises from the behavior of RBCs in blood flow. In Poiseuille flow, RBCs migrate to the tube center due to a hydrodynamic lift force [179]. The migration of RBCs yields a RBC free layer next to the wall, which effectively can reduce average blood flow resistance (or viscosity). Thus, the thickness of the RBC free layer is directly associated with the Fahraeus–Lindqvist effect. The RBC free
The structure and dynamics of RBCs in blood flow have also been investigated in simulations [33,177,178]. In microcapillaries with a diameter comparable with the RBC size, RBCs may have a disordered configuration, form a train of parachutes, or get arranged into a zigzag structure [33,182,183], depending on their concentration and flow rate.

5. Discussion

The considerable amount of work on the dynamics and rheology of soft colloidal particles under flow has revealed both generic and very specific aspects of these systems. For example, two generic aspects are the tank-treading and tumbling motion of individual particles in solution, and the shear-thinning behavior of semi-dilute suspensions. Tank-treading occurs for star polymers, and for vesicles, soft capsules, and red blood cells with small viscosity contrast; tumbling motion is found for linear polymers, and for vesicles, stiff capsules, and red blood cells with large viscosity contrast. Shear thinning is related to the deformability and alignment of soft particles in flow, and the break-up of aggregates in the case of attractive interactions, and is therefore a property which is shared by all soft-particle suspensions.

However, many properties are quantitatively or qualitatively different, and are very specific for certain systems. For example, the control and variation of the viscosity of the internal fluid of vesicles, capsules and cells have no counterpart in polymeric systems. Therefore, the viscosity contrast can only be employed in the former case to tune rheological properties. A second example is the oscillatory dynamics at the interface which has been measured experimentally [180,181] and in simulations [35,175,176–178].

The structure and dynamics of RBCs in blood flow have also been investigated in simulations [33,177,178]. In microcapillaries with a diameter comparable with the RBC size, RBCs may have a disordered configuration, form a train of parachutes, or get arranged into a zigzag structure [33,182,183], depending on their concentration and flow rate.

5. Discussion

The considerable amount of work on the dynamics and rheology of soft colloidal particles under flow has revealed both generic and very specific aspects of these systems. For example, two generic aspects are the tank-treading and tumbling motion of individual particles in solution, and the shear-thinning behavior of semi-dilute suspensions. Tank-treading occurs for star polymers, and for vesicles, soft capsules, and red blood cells with small viscosity contrast; tumbling motion is found for linear polymers, and for vesicles, stiff capsules, and red blood cells with large viscosity contrast. Shear thinning is related to the deformability and alignment of soft particles in flow, and the break-up of aggregates in the case of attractive interactions, and is therefore a property which is shared by all soft-particle suspensions.

However, many properties are quantitatively or qualitatively different, and are very specific for certain systems. For example, the control and variation of the viscosity of the internal fluid of vesicles, capsules and cells have no counterpart in polymeric systems. Therefore, the viscosity contrast can only be employed in the former case to tune rheological properties. A second example is the oscillatory dynamics at the interface which has been measured experimentally [180,181] and in simulations [35,175,176–178].

The structure and dynamics of RBCs in blood flow have also been investigated in simulations [33,177,178]. In microcapillaries with a diameter comparable with the RBC size, RBCs may have a disordered configuration, form a train of parachutes, or get arranged into a zigzag structure [33,182,183], depending on their concentration and flow rate.

5. Discussion

The considerable amount of work on the dynamics and rheology of soft colloidal particles under flow has revealed both generic and very specific aspects of these systems. For example, two generic aspects are the tank-treading and tumbling motion of individual particles in solution, and the shear-thinning behavior of semi-dilute suspensions. Tank-treading occurs for star polymers, and for vesicles, soft capsules, and red blood cells with small viscosity contrast; tumbling motion is found for linear polymers, and for vesicles, stiff capsules, and red blood cells with large viscosity contrast. Shear thinning is related to the deformability and alignment of soft particles in flow, and the break-up of aggregates in the case of attractive interactions, and is therefore a property which is shared by all soft-particle suspensions.

Fig. 14. Structural and dynamical properties of RBC suspension at $H_t = 0.45$ with sample snapshots of RBC conformations. (a) RBC suspension’s structure characterized by the radial distribution function. (b) RBC asphericity distributions to describe cell deformations through the deviation from a spherical shape. The asphericity is defined as $\frac{1}{2}[(\lambda_1 - \lambda_2)^2 + (\lambda_2 - \lambda_3)^2 + (\lambda_3 - \lambda_1)^2]$, where $\lambda_1 \leq \lambda_2 \leq \lambda_3$ are the eigenvalues of the gyration tensor and $R_g = \frac{\lambda_1 + \lambda_2 + \lambda_3}{2}$. The asphericity for a RBC in equilibrium is equal to 0.154. (c) Orientation angle distributions for various shear rates. The RBC orientational angle is defined by the angle between the eigenvector $V_1$ of the gyration tensor and the flow-gradient direction ($\vec{y}$). The theoretical prediction curve corresponds to the orientational angle distribution of a single tumbling RBC in shear flow calculated using the theory in Ref. [146]. From Ref. [168].
boundary between tank-treading and tumbling, which is found for vesicles, capsules and red blood cells. In the former case, this is related to the dependence of the rotational force on the instantaneous elongation of the particle, while in the latter case it is due to the non-spherical, elastically anisotropic shape of the membrane. This strongly limits the use of vesicle models to describe the behavior of capsules and red blood cells! However, the dependence of the dynamical and rheological properties of soft particle suspensions on several parameters like the polymer length, polymer stiffness, monomer density within macromolecules, internal viscosity, membrane bending rigidity, membrane shear modulus, particle shape, and particle interactions, offers entirely new possibilities for tuning flow properties. More work is needed in the future to explore the full application potential of these systems. This also requires deeper insights into the relation between microscopic properties and the emergent macroscopic behavior.
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Drug delivery by micro- and nano-carriers enables controlled transport of pharmaceuticals to targeted sites. Even though carrier fabrication has made much progress recently, the delivery including controlled particle distribution and adhesion within the body remains a great challenge. The adhesion of carriers is strongly affected by their margination properties (migration toward walls) in the microvasculature. To investigate margination characteristics of carriers of different shapes and sizes and to elucidate the relevant physical mechanisms, we employ mesoscopic hydrodynamic simulations of blood flow. Particle margination is studied for a wide range of hematocrit values, vessel sizes, and flow rates, using two- and three-dimensional models. The simulations show that the margination properties of particles improve with increasing carrier size. Spherical particles yield slightly better margination than ellipsoidal carriers; however, ellipsoidal particles exhibit a slower rotational dynamics near a wall favoring their adhesion. In conclusion, micron-sized ellipsoidal particles are favorable for drug delivery in comparison with sub-micron spherical particles.

The use of targeted micro- and nano-carriers for the delivery of imaging agents and drugs provides a promising strategy for early detection and treatment of diseases, e.g., of cancer². However, the design of particles carrying different contrast agents and drugs as well as their physical delivery are very challenging tasks. Micro- and nano-particle fabrication, which needs to address several issues such as bio-compatibility, durability, binding to specific targets, and the ability of controlled release, has been strongly advanced in recent years³–⁷. Nevertheless, the development of efficient strategies for the delivery of carriers, including their distribution in the organism following systemic administration⁸ and their transport through biological barriers⁹–¹⁰ (e.g., microvascular walls, interstitial space, and cell membranes), requires a much more detailed understanding of the relevant physical and biological mechanisms²,⁸,¹¹,¹².

Successful delivery of micro- and nano-carriers strongly depends on their efficient binding to specific targeted sites. Consequently, the distribution of carriers within vessel cross-sections plays an important role, since binding of carriers is only possible in case of direct particle-wall interactions. The cross-sectional distribution of micro- and nano-particles depends on several relevant parameters, which concern blood flow properties (such as flow rate, red blood cell deformability, and hematocrit – the volume fraction of red blood cells), vessel size, and particle characteristics (such as size, shape, and deformability). The migration of various suspended particles or cells toward walls in blood flow, which is often referred to as margination, has been observed experimentally for white blood cells¹³,¹⁴, platelets¹⁵,¹⁶, and rigid micro-particles¹⁷,¹⁸. Particle margination is mediated by red blood cells (RBCs), which migrate to the vessel center¹⁹ due to hydrodynamic interactions with the walls (called lift force)²⁰,²¹ leading to a RBC-free layer near the walls. More precisely, the occurrence of margination is a consequence of the competition between lift forces on RBCs and suspended particles, and their interactions in flow²². However, the dependence of margination efficiency on particle size and shape remains largely unexplored so far.

The role of particle size and shape in the efficient delivery is a multi-faceted problem. Large enough particles with a characteristic diameter ($D_\text{p}$) greater than about 4 $\mu$m may become trapped in the smallest capillaries of the body²³. In addition, recent experiments suggest that large particles with $D_\text{p} \gtrsim 3 \mu$m are subject to an enhanced phagocytosis²⁴. However, recent microfluidic experiments²⁵ have shown that spheres with the size of 2 $\mu$m show a significantly higher adhesion density than particles with a size of 200 nm and 500 nm. Other experiments²⁶ indicate that liposomes with $D_\text{p} < 70$ nm and $D_\text{p} > 300$ nm have shorter circulation times than those having an intermediate size of $D_\text{p} \approx 150$–200 nm. Furthermore, nano-particles with a size below 20–30 nm are rapidly...
excreted through the kidneys. Experiments with discoidal particles have shown that they accumulate in the organs better than their spherical counterparts; however, particle internalization by macrophages appears to be worse for elongated particles. Adhesion of different particles has been studied experimentally and theoretically, with the result that oblate ellipsoids are subject to stronger adhesion than spheres with the same volume. To better understand the adhesion potential of micro- and nano-particles, a quantitative description of particle margination under realistic blood flow conditions is required.

In this work, we investigate the role of particle size and shape on the margination efficiency, and therefore on their adhesion potential. Several sizes ranging from about hundred nanometers to a few micrometers and two different shapes (spherical and ellipsoidal) are considered. The margination of micro- and nano-particles is studied numerically for a wide range of hematocrit values, vessel sizes, and flow rates using a combination of two-dimensional (2D) and three-dimensional (3D) models. Our results indicate that large particles possess a larger probability of being marginated than small particles. As the particle size becomes very small (less than about 100–200 nm), the particle distribution within vessel cross-section can be described well by the plasma volume around flowing RBCs.

Several sizes ranging from about hundred nanometers to a few micrometers are considered. The margination of micro- and nano-particles is characterized by the diameter for sizes, and flow rates using a combination of two-dimensional (2D) and three-dimensional (3D) models. Our results indicate that large particles possess a larger probability of being marginated than small particles. As the particle size becomes very small (less than about 100–200 nm), the particle distribution within vessel cross-section can be described well by the plasma volume around flowing RBCs.

Blood is modeled as a suspension of RBCs and micro- or nano-particles. As the particle size becomes very small (less than about 100–200 nm), the particle distribution within vessel cross-section can be described well by the plasma volume around flowing RBCs.

Blood flow characteristics. The simulated system corresponds to a cylindrical microvessel in 3D with the diameter W or to a channel in 2D with the width W. We focus here on channel width W = 20 μm, but the cases of W = 10 μm and W = 40 μm are also discussed. In flow direction, periodic boundary conditions are assumed and blood flow is driven by a constant force applied to all solvent particles, which is equivalent to a prescribed pressure drop. The hematocrit $H_t$ is defined as the volume fraction of RBCs. To characterize the flow strength, we define a non-dimensional shear rate in both 2D and 3D as

$$\dot{\gamma} = \frac{\dot{\gamma}}{\eta} = \frac{\eta D_r}{\kappa}$$

where $\dot{\gamma} = \dot{v}/W$ is the average shear rate (or pseudo shear rate) and $\dot{v}$ is the average flow velocity computed from the flow rate, while $\eta$ is the shear rate and $\kappa$ is the RBC membrane bending rigidity. The RBCs are considered to be of 2D and 3D diameters. The RBC diameters, where $A_0$ is the RBC surface area in 3D and $L_c$ is the cell contour length in 2D, and $\kappa$ is the RBC membrane bending rigidity. The RBCs are further characterized in 2D by the reduced area $A^* = 4A_0/\pi D_r^2 = 0.46$, and in 3D by the reduced volume $V^* = 6V_0/(\pi D_r^3) = 0.64$, where $A_0$ is the encosed RBC area in 2D and $V_0$ is the enclosed RBC volume in 3D. Typical values for healthy RBCs are $D_r = 6.5$ μm in 2D, while $D_r = 6.1$ μm in 2D, $\eta = 1.2 \times 10^{-3}$ Pa s, and $\kappa$, lies within the range of 50–70k_BT for the physiological temperature $T = 37$ °C. Suspended micro- and nano-particles are characterized by the diameter for spheres and by the long axis for disks, denoted $D_p$ in both cases.

Particle margination in 2D and 3D. Margination of micro- and nano-particles in blood flow depends on $H_t$, $W$, and $\dot{\gamma}$. Figures 2(a),(b) illustrate the distribution of carriers of size $D_p = 0.28\mu m$, (1.83 μm) for two $H_t$ values in 3D. For better visibility, the carrier positions from a few snapshots are superimposed in the plot. The carrier surfaces are colored according to their radial position in the carrier positions from a few snapshots are superimposed in the plot. The carrier surfaces are colored according to their radial position in the channel due to symmetry. Figure 2 shows that the carriers migrate into the RBCFL and remain quasi-trapped there. With increasing $H_t$, the carriers migrate better, as indicated by the development of a strong peak in the distribution near the wall at $y/W = 0$, and the motion of the peak position towards the wall. This is due to a decrease in the RBCFL thickness leading to a smaller available space for the particles. This trend is in agreement with experimental observations and simulations of margination of blood platelets, which have a comparable size.

To quantify and compare particle margination for a wide range of flow and particle parameters, we define the margination probability as a fraction of particles whose center-of-mass is located within the near-wall layer of thickness $\delta$. The choice of $\delta$ depends on the exact problem to be addressed, and several possibilities can be considered. To describe particle margination into the vicinity of a vessel wall, it is natural to select $\delta$ to be the RBCFL thickness. Typical values of RBCFL thickness and their dependence on $H_t$ are discussed in Supplementary Fig. S2. Figures 3(a),(b) present margination probability diagrams of particles for a wide range of $H_t$ and $\delta$ values corresponding to 2D and 3D simulations, respectively; the comparison shows that roughly $\delta_T = 1.2\delta_{2D}$. Particle margination strongly depends on $H_t$ as well as on shear rate. At low $H_t$ values, particle margination is expected to be weak, while at high $H_t$ the margination might be also attenuated due to particle-RBC interactions near a wall. The latter effect has been described for a marginating white blood
cell and is expected to subside for particles substantially smaller than a RBC, i.e. of sub-micrometer size. A pronounced dependence of particle margination on shear rate is observed at low flow rates. In the limit of very small flow rates \( \dot{\gamma} \), the RBC distribution should be nearly uniform, and therefore, the RBCFL and consequently particle margination should almost vanish. As the shear rate is increased, the RBCFL thickness grows rapidly, leading to a substantial increase in particle margination.

The simulated values of \( \dot{\gamma} \) cover the range of flow rates characteristic for the venular part of microcirculation (\( \dot{\gamma} \approx 80 \text{ s}^{-1} \) for \( W = 20 \mu m \)), where it is estimated that \( \dot{\gamma} \approx 90 \) in 3D (\( \dot{\gamma} \approx 77 \) in 2D), while in arteriolar part the flow rates are higher (\( \dot{\gamma} \approx 110 \text{ s}^{-1} \) for \( W = 20 \mu m \)) with \( \dot{\gamma} \approx 120 \) in 3D. The considered range of shear rates is also relevant for tumor microvasculature, since blood flow velocities in tumors are much reduced in comparison to those under normal conditions, due to high geometric resistance and vessel permeability\(^4\). Furthermore, the margination probability diagrams in Figs. 3(a),(b) show that the strongest particle margination occurs in the range of \( H_t = 0.25–0.6 \). This region has a considerable overlap with the characteristic hematocrits in the body’s microvascular networks in the range \( H_t = 0.2–0.4 \). A strong particle margination at high \( H_t \) values seems to be an advantage for drug delivery to tumors, since blood within tumor microvasculature is often subject to hemo-concentration due to plasma leakage\(^5\). We also note that particle margination obtained from 3D simulations displays a higher margination probability at lower \( H_t \) values than that in the corresponding 2D system. This difference arises from the variation in RBCFL thicknesses in 2D and 3D systems. Thus, RBCFLs in 3D tubes are thinner than those in 2D channels for the same \( H_t \) values due to cylindrical curvature of the geometry, which affects close-packing of flowing RBCs. In order to relate simulations with similar RBCFL thicknesses, 3D margination data should be compared with 2D data at a larger hematocrit (by about 0.1–0.2), see Supplementary Fig. S2. In addition, the 3D data also shows a decrease of particle margination at

Figure 2 | Particle distributions in blood flow. Illustrations of 3D simulations of blood flow for the shear rate of \( \dot{\gamma} = 59 \) and different hematocrit values (a) \( H_t = 0.2 \) and (b) \( H_t = 0.4 \). RBCs are drawn in red, while spherical carriers with a size of \( D_p = 0.28D_r \) (1.83 μm) are colored according to their radial position \( r \). For better contrast, carrier positions from several time instances are superimposed in the plots. (c) Center-of-mass distributions of carriers for various \( H_t \) values at \( \dot{\gamma} = 29.3 \). 2D simulation results for circular particles with \( D_p = 0.3D_r \) (1.83 μm). The wall is at \( y/W = 0 \). The arrows indicate the boundary of the RBCFL for the different hematocrits, marked by corresponding colors.

Figure 3 | Particle margination in 3D and 2D. Probability diagrams of particle margination with respect to \( \dot{\gamma} \) and \( H_t \) in (a) 3D and (b) 2D, where the margination probability is defined as a probability of a particle center-of-mass to be within the RBCFL. The white squares (□) indicate the values of \( H_t \) and \( \dot{\gamma} \) for which simulations have been performed.
high shear rates. Nevertheless, both 2D and 3D simulations show qualitatively similar trends for the dependence of carrier margination on $H_t$ and $\gamma^\circ$. Therefore, we conclude that 2D simulations are able to properly capture particle margination properties in blood flow. Further, we will often employ a 2D system due to its robustness and low computational cost in comparison with a 3D system.

**Dependence of margination on particle size.** The discussion above considered the margination of micron-size particles. There is also a strong interest in nano-carriers, with sizes starting from several nanometers. Figures 4(a),(b) show margination diagrams of particles with $D_p = 0.15D_c$ (0.91 μm) and $D_p = 0.04D_c$ (250 nm), respectively. The comparison of Figs. 4(a),(b) and Fig. 3(b) for $D_p = 0.3D_c$ (1.83 μm) reveals that the region of high margination probability becomes smaller with decreasing particle size. To illustrate the reason for the reduction in margination probability with decreasing particle size, we present in Fig. 4(c) the distributions of particles with different sizes for $H_t = 0.3$ and $\gamma^\circ = 29.3$. For large enough particles, we observe a pronounced peak in the distribution next to the wall due to their interactions with RBCs, since their size is comparable with the RBCFL thickness. Even though small particles are also marginalized, their distribution around the RBCFL is more uniform and their presence around the vessel center line is more probable than that for larger particles. Thus, the cumulative probability for a single particle to be within the RBCFL is lower for nano-carriers than that for micro-particles. Recent *in vivo* experiments also support our numerical observations that particles with a size of about 1 μm are located closer to the vessel wall than smaller nano-particles. Noteworthy is that the distribution of the smallest particles with $D_p = 0.04D_c$ closely approaches the distribution computed as the excess fluid volume of flowing RBCs. This indicates that the distribution of particles smaller in size than roughly 250 nm can be well approximated by the distribution of the blood plasma, and therefore, their margination properties can be directly inferred from local $H_t$ distributions.

To decide on a suitable particle size for efficient drug delivery, a number of different considerations have to be taken into account. A direct interpretation of probabilities in Figs. 3(b) and 4(a),(b) suggests that larger particle sizes are more favorable for drug delivery due to their better margination properties. To further support this proposition, we consider another definition for the margination probability based on $\delta = 0.5D_p + s$, which characterizes the fraction of carriers whose closest surface point is not further away from the wall than a distance $s$. We denote such a layer as "potential adhesion layer", since particle margination into a thin near-wall layer is a necessary precondition for adhesion. Even though the distance $s$ is motivated by direct receptor-ligand interactions which occur within several nanometers, resolution restrictions in our mesoscale simulation approach do not allow the selection of smaller distances than approximately $s = 0.031D_c$ in 3D or $s = 0.033D_c$ in 2D, which corresponds to about 200 nm. Nevertheless, the distance of several hundred nanometers becomes relevant for particle-wall interactions in case of a carrier whose surface is decorated by tethered molecules. Another definition for margination probability can also be based on a fixed layer thickness $\delta$, thus it does not depend on $H_t$ or on particle size. Margination diagrams for this definition are illustrated in Supplementary Fig. S3.

Figure 5(a) presents the margination probability into the potential adhesion layer ($p_i$) in 2D at $\gamma^\circ = 29.3$. At very small $H_t$, the fraction of particles within the potential adhesion layer is small for all particle sizes; however, the smallest studied particles seem to be slightly more advantageous here. Remember that the interpretation of 2D margination data for a RBCFL thickness with respect to the same RBCFL thickness in 3D requires a shift in $H_t$ values such that the range of $H_t = 0.15–0.4$ in 3D corresponds to approximately the range of $H_t = 0.3–0.6$ in 2D. For the range of $H_t = 0.3–0.6$, Fig. 5 clearly shows that...
the fraction of large particles within the potential adhesion layer is much higher than that for small particles. The corresponding margination diagrams are shown in Figs. 5(b–d) and support the conclusion that large particles marginate better for all considered shear rates. This indicates that micro-carriers are likely to be better for drug delivery than sub-micron particles.

Dependence of margination on vessel size. To elucidate the effect of vessel diameter, we performed a number of simulations in 2D for two additional channel widths (W = 10 μm and 40 μm) and two particle sizes (Dp = 0.15Dc and Dp = 0.30Dc); corresponding simulation snapshots are displayed in the Supplementary Fig. S4. We consider margination into both the RBCFL and the potential adhesion layer.

The pronounced dependence of particle margination properties on channel width for the potential adhesion layer is illustrated by a comparison of Fig. 5(b) and Fig. 6. For particles with a size of Dp = 0.3Dc (1.83 μm), particle margination into the potential adhesion layer improves considerably as the channel size decreases due to the much smaller RBCFL thickness in narrow channels. Thus, particle adhesion is expected to be more efficient in small vessels (i.e., capillaries) than in large vessels (i.e., venules and arterioles). Supplementary Fig. S5 supports this observation for particles with Dp = 0.15Dc (0.91 μm). Furthermore, a reduction of margination into the potential adhesion layer with decreasing particle size is found for all channel sizes.

Particle margination based on the RBCFL thickness exhibits similar dependence on Ht and flow rate for different channel widths, see Supplementary Fig. S6. For the channel width W = 10 μm, margination into the RBCFL differs only slightly for different particle sizes up to Ht = 0.5. For Ht ≥ 0.5, the particle radius might be larger than the RBCFL thickness, leading to an apparent decrease in margination for the large particles. For the cases W = 20 and 40 μm, where the RBCFL thickness is always larger than the particle radius, we observe that large particles marginate clearly better than small particles.

Dependence of margination on particle shape. Advances in micro- and nano-particle fabrication facilitate the production of carriers of various shapes, including spherical, prolate and oblate ellipsoidal, and rod-like shapes. However, advantages of different particle shapes for drug delivery are still to be explored. Thus, we investigate the effect of shape on the margination properties in blood flow. Figure 7 displays results of simulations in 2D for the margination probability (based on the RBCFL) of elliptic particles under various blood flow conditions in comparison to circular particles. The ellipse has an aspect ratio of about 7 and the longest diameter is Dp = 0.63Dc (3.84 μm); the enclosed area corresponds to the area of a circle with diameter Dp = 0.22Dc (1.35 μm). The plot indicates that margination of elliptic particles is slightly worse than that of circular particles. From these data we can also conclude that margination of the elliptic particles with a smaller aspect ratio than 7 is similar to that presented in Fig. 7. However, since the largest

**Figure 5** | Margination into a potential adhesion layer of thickness 200 nm. (a) Margination probability p5. The curves correspond to different particle sizes, where Dp = 0.63Dc (3.84 μm) is for an elliptic particle and the other curves are for circular particles. 2D simulation results for γc = 29.3. (b–d) Margination diagrams for (b) Dp = 0.3Dc (1.83 μm) (c) Dp = 0.15Dc (0.91 μm), and (d) Dp = 0.04Dc (0.25 μm).

**Figure 6** | Margination for different channel widths. Margination into the potential adhesion layer based on δ = 0.5Dc + 200 nm, for particles with size Dp = 0.3Dc (1.83 μm) and two channel widths (a) W = 10 μm and (b) W = 40 μm.
Recent theoretical and experimental studies suggest that ellipsoidal particles possess better adhesion properties than spheres due to a larger contact area for adhesion interactions. It is also interesting to consider drag force on an ellipsoid or sphere in shear flow near a wall. In case of an ellipsoid close and parallel to a wall, the drag force is found to be smaller than that on a sphere with the same volume, while the long semiaxis of the ellipsoid is about twice the radius of the sphere. The simulation results on margination suggest that ellipsoidal particles are very likely a better choice for drug delivery than spherical carriers, see Fig. 8. The comparison is made for a sphere and an ellipsoid of the same volume, while the long semiaxis of the ellipsoid is about twice the radius of the sphere. Within the RBCFL region it is plausible to assume a simple shear flow with the wall shear rate $\gamma_w$, which can be computed directly from a near-wall velocity profile or estimated from the pressure gradient applied to drive the flow. In Fig. 8, we compare the average angular velocities of marginated spherical and ellipsoidal particles with the theoretical predictions by Jeffery for an oblate ellipsoidal particle in shear flow, which is given by

$$\langle \omega \rangle = \frac{\gamma_w}{r_c (1 + 1/r_c)} \tag{2}$$

where $r_c$ is the aspect ratio of major and minor axis. For a sphere, $r_c = 1$ which implies $\omega_c = \gamma_w/2$, while for an ellipsoid, $r_c > 7$ which results in $\omega_c > 0.14 \gamma_w$, such that $\omega_c < \omega_s$. In addition, while the results for $\langle \omega \rangle$ in Fig. 8(b) for a sphere are close to the theoretical results, the computed angular velocities for an ellipsoid in Fig. 8(b) are lower than the corresponding theoretical predictions due to the confinement of the ellipsoid between the wall and flowing RBCs. A lower rotational velocity of a particle leads to a longer interaction time between the particle and a wall. Thus, adhesion of ellipsoidal particles is expected to be more efficient than for spheres with a comparable size. In conclusion, a detailed analysis of dynamics of marginated particles further supports the proposition that ellipsoidal particles are likely to be better candidates for drug delivery.

**Discussion**

Particle margination in blood flow depends on particle size and shape, hematocrit, vessel size, and flow rate. Margination of spherical and ellipsoidal particles increases with increasing hematocrit, while their margination properties appear to be rather similar, where a sphere marginates slightly more efficiently than an ellipsoid. The presented diagrams show that larger particles have a higher margination probability in comparison to the smaller ones. Moreover, the distribution of very small particles with a diameter smaller than approximately 250 nm is well represented by the blood plasma volume of RBCs. Margination of particles into the potential adhesion layer is found to be more pronounced in small vessels, indicating that particle adhesion is likely to occur more often in capillaries than in arterioles and venules.

The simulation results are in good qualitative agreement with several experimental observations. For example, margination of micro-particles has been observed to be more efficient than that of nano-particles in recent in vivo experiments. However, a detailed quantitative comparison is still difficult due to two reasons. On the one hand, the majority of the simulation results is obtained for 2D systems, which provide interesting insights into the relevant mechanisms, but have limited power for quantitative predictions for 3D systems. On the other hand, experimental data on particle mar-

---

**Figure 7 | Dependence of margination on particle shape.** Margination probabilities of ellipse-like particles (dashed lines) for various $H_t$ and $\gamma_c$ values in comparison to circular particles (solid lines) of the same area. The long axis of a 2D elliptic particle is $D_p = 0.63 D_s$ (3.84 μm) and the aspect ratio equals approximately 7. The margination probability is calculated based on the RBCFL thickness.

**Figure 8 | Dynamics of marginated spherical and elliptical particles within the RBCFL.** Comparison of average angular velocities $\langle \omega \rangle$ of (a) spherical and (b) ellipsoidal particles for various wall shear rates $\gamma_w$ in 3D. The simulation results $\langle \omega \rangle$ (solid lines) are also compared with the theoretical prediction (dashed lines) by Jeffery for a particle in simple shear flow.
vation in blood flow\textsuperscript{15,48} are very scarce and most of the available experimental investigations (e.g., Refs. 25, 30, 31) focus on carrier adhesion. Even though margination is a necessary pre-condition for particle adhesion to vessel walls, particle margination and adhesion are not equivalent, since carrier adhesion may also depend on other factors (e.g., specific targets, the receptor/ligand density and distribution).

Clearly, the size and shape of drug carriers are important parameters not only for margination, but also for their adhesion and further transport through biological barriers (e.g., internalization). Our simulations suggest that ellipsoidal particles are expected to adhere more efficiently than spherical carriers due to a larger surface for adhesive interactions and decelerated tumbling motion within the RBCFL. Therefore, our future numerical investigations will be focused on the adhesion ability of various particles in blood flow. Further requirements for efficient drug delivery include particle transport through vessel walls, interstitial space, and cell membranes. For instance, particle internalization by endothelial cells and intra-cellular trafficking have been shown to be most efficient for spherical sub-micron particles, rather than for micron-size carriers with an ellipsoidal shape\textsuperscript{68}. This observation points in the direction of smaller carriers to be most efficient for internalization. As a consequence, the concept of multi-stage drug-delivery carriers\textsuperscript{69}, where a larger particle incorporates a number of small nano-carriers, seems to be very promising. In this way, margination and carrier delivery or adhesion to a specific target within the microvasculature could be achieved using micro-particles, which would then be followed by the release of nano-particles into the tissue. In conclusion, tackling various drug-delivery challenges is a complex issue; its resolution requires an inter-disciplinary effort including in vitro and in vivo experiments and realistic numerical simulations.

**Methods**

**Simulation method.** We employ the dissipative particle dynamics (DPD) method\textsuperscript{55,56,85,86} for 2D simulations and the smoothed DPD (SDPD) method\textsuperscript{87} for 3D simulations, where both methods are mesoscopic particle-based simulation approaches which properly capture hydrodynamics. Both simulated systems are characterized by a collection of \(n\) point particles. The particles interact locally within a selected cutoff region through three pairwise forces denoted as conservative (\(F^C\)), dissipative (\(F^D\)), and random (\(F^R\)) forces. The time evolution of the velocity \(v_i\) and position \(r_i\) of particle \(i\) with mass \(m_i\) is determined by the Newton’s second law of motion \(m_i \ddot{r}_i = F_i\) and \(\dot{v}_i = -k_BT \nabla U_{vol}(r_i)\) d. More information on the DPD formulation can be found in Refs. 51, 52, while the DPD parameters used in 2D simulations are presented in Supplementary Tab. 1.

In the SDPD method, the forces are derived by a discretization of the Navier-Stokes equation similar to the smoothed particle hydrodynamics (SPH) method\textsuperscript{88}, while the implementation of thermal fluctuations is analogous to that in HDFV\textsuperscript{89,90}. The forces on particle \(i\) are given by the conservative force \(F_i^C = -\sum p_j \frac{B_j}{r_{ij}}\), the dissipative force \(F_i^D = -\sum p_j \frac{\beta_j}{r_{ij}}\), and the random force \(F_i^R = \sum \gamma_j (r_i + r_j)\), where \(p_i\) and \(\beta_j\) are particle pressures which are given by the equation of state \(p = p_0 / (\alpha - x)\), \(\alpha\) is the density, \(x\) is a parameter, and \(\gamma_j\) is a matrix of independent Wiener increments and \(\Delta W_{ij}\) is its traceless symmetric part. Here, \(p_i, \beta_j, \gamma_j\) and \(\Delta W_{ij}\) are model parameters, Supplementary Tab. S2. The particle density \(\rho_i\) is calculated locally as \(\rho_i = \sum W(r_i)\), where \(W(r) = 1 - \frac{r^2}{r_c^2}\), is the cutoff radius. The weight function \(w(r)\) is determined by \(W(r) = \frac{w(r_0)}{w(r_c)}\). The coefficients \(\gamma_j\) and \(\beta_j\) define the strength of dissipative and random forces. The fluctuation-dissipation theorem to be satisfied requires \(\gamma_j = 2k_BT \beta_j / \rho_j\). Finally, the friction coefficients are defined as \(\gamma_j = 6\pi \eta \omega(r) / 3 \rho_j\).

**Blood components.** In 3D, a RBC membrane and suspended carriers are both modeled by a collection of discrete points, which are the vertices of a triangular network of springs on their membrane surface\textsuperscript{91}. The network assumes fixed connectivity with the potential energy defined as

\[
U_{membrane} = U_{spring} + U_{bond} + U_{area} + U_{vol},
\]  

which includes the spring’s elastic energy \(U_{spring}\), the bending energy \(U_{bond}\) and the area and volume conservation constraints \(U_{area}\) and \(U_{vol}\). The spring forces mimic the elasticity of a membrane. The bending energy represents the bending resistance of a membrane, while the area and volume energies enforce area-incompressibility of a membrane and incompressibility of the fluid cytosol, respectively. Detailed description of these potentials can be found in Ref. 55, while all model parameters are given in Supplementary Tab. S3.

In 2D, RBCs and micro- and nano-particles are modeled as closed bead-spring chains, which incorporate bending rigidity and an area constraint\textsuperscript{92}. The model parameters are presented in Supplementary Tab. S4. Carriers in 2D are modeled by a collection of \(N_f\) particles (see Supplementary Tab. S3), which are constrained to maintain a rigid configuration.

**Simulation setup.** The simulation setup consists of a single channel of cylindrical shape in 3D with diameter \(D = 20\) \(\mu\)m and length \(L = 123\) \(\mu\)m. In 2D, a slit flow over with different widths \(W_i = 10, 20, \) and 40 \(\mu\)m and length \(L = 19.6\) \(\mu\)m (independent of \(W\)) is employed. The channel is filled with fluid particles and with \(N_s\) suspended carriers and \(N_{RBC}\) RBCs. The number of RBCs is computed according to channel hematocrit, which corresponds to the volume fraction of RBCs in 3D and to the area fraction of RBCs in 2D. The number of suspended particles for different simulations is provided in Supplementary Tab. S5.

**Boundary conditions.** In the flow direction, periodic boundary conditions (PBCs) were imposed, while in the other directions the suspension was confined by walls. The walls are modeled by fluid particles with the same structure as the fluid, while the wall thickness is equal to \(r_c\). Thus, the interactions of fluid particles with wall particles are the same as the interactions between fluid particles. Some simulations were performed with suspended carriers and cells with the wall are identical to those with a suspending fluid. To prevent wall penetration, fluid particles as well as vertices of RBCs and carriers are subject to reflection at the fluid-solid interface. We employed bounce-back reflections, because they provide a better approximation for the no-slip boundary conditions in comparison to specular reflection of particles. To ensure that no-slip boundary conditions are strictly satisfied, we also added a tangential adaptive shear force\textsuperscript{93} which acts on the fluid particles in a near wall layer of a thickness \(h\).

**Coupling between solvent and cells/carriers.** Coupling between the fluid flow and cells/carriers is achieved through viscous friction\textsuperscript{94} between cell vertices and the surrounding fluid particles, which is implemented via the DPD interactions \(F^D\) and \(F^P\) for both 2D and 3D simulations. The strength \(\gamma\) of the dissipative force \(F^P\) for the interaction between a fluid particle and a membrane vertex is computed such that no-slip BCs are ensured. The derivation of \(\gamma\) is based on the idealized case of linear shear flow over a flat part of a membrane with area \(A\). In a continuum hydrodynamics description, the total shear force exerted by the fluid on the area \(A\) is equal to \(\gamma A\)

\[
\gamma = \frac{k_BT}{\mu A}.
\]

where \(k_BT\) is the fluid number density, \(\gamma\) is the shear stress, \(A\) is the membrane area, \(\mu\) is the fluid viscosity and \(\gamma\) is the local wall shear-rate. The same fluid force has to be also transmitted onto a discrete membrane having \(N_f\) vertices within the area \(A\). The force on a single membrane vertex \(i\) is given as \(F^P_i = \int_{A_i} \gamma \eta(x) dA\), where \(\eta(x)\) is the shear stress at \(x\) and \(A_i\) is the area of region \(i\).

**Gathering statistics.** The center-of-mass distributions of particles were calculated on the fly and were written to disk as sub-averages over short time intervals. Final averaging of the data is done during post-processing. To make sure that the final averaging of data starts from a time point which is sufficiently late for the system to be independent of the initial conditions, we have tested the sensitivity of final distributions to the choice of the starting time for averaging.

**Measuring RBC-free-layer thickness.** To determine the RBC-free-layer (RBCFL) thickness, we measure the outer edge of the RBC core shown in Supplementary Fig. S1, which is similar to RBCFL measurements in experiments\textsuperscript{87}. The data are averaged for many RBC snapshots at different times. In 3D, the RBC core edge is measured by projecting RBC vertices onto the \(y\) plane, where curves of the RBC core minimum and maximum are fitted similar to that in Supplementary Fig. S1. Here, we also perform averaging over different angular orientations (to exploit the cylindrical symmetry of the channel) in addition to the temporal averaging.
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Deformation and dynamics of red blood cells in flow through cylindrical microchannels†
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The motion of red blood cells (RBCs) in microcirculation plays an important role in blood flow resistance and in the cell partitioning within a microvascular network. Different shapes and dynamics of RBCs in microvessels have been previously observed experimentally including the parachute and slipper shapes. We employ mesoscale hydrodynamic simulations to predict the phase diagram of shapes and dynamics of RBCs in cylindrical microchannels, which serve as idealized microvessels, for a wide range of channel constrictions and flow rates. A rich dynamical behavior is found, with snaking and tumbling discocytes, slipper performances a swinging motion, and stationary parachutes. We discuss the effects of different RBC states on the flow resistance, and the influence of RBC properties, characterized by the Föppl–von Kármán number, on the shape diagram. The simulations are performed using the same viscosity for both external and internal fluids surrounding a RBC; however, we discuss how the viscosity contrast would affect the shape diagram.

1 Introduction

The behavior of soft mesoscopic particles (e.g., polymers, vesicles, capsules, and cells) in flow has recently received enormous attention due to the wide range of applications of such suspensions and their rich physical properties.† To better control and/or manipulate the suspension’s properties, for example in lab-on-chip applications,2,3 a deeper understanding of the interplay among flow forces, elastic response and dynamics of soft objects is required. An important example is the motion of red blood cells (RBCs) in microcirculation, which influences many vital processes in microvasculature;4 however, similar mechanisms and phenomena encompass a much wider class of capsule suspensions.5,6 RBCs are extremely flexible and experience strong deformation in microcirculation due to the flow and/or geometrical constraints. RBC deformation is important for the reduction of blood flow resistance7–21 and for ATP release and oxygen delivery.11,13

RBCs in microcirculation may attain various shapes including parachutes and slippers.7,14–21 Parachutes are characterized by a rather symmetric shape resembling a semi-spherical cap and are located at a position near the tube center. Slippers correspond to asymmetric RBC shapes, and therefore their membranes are typically in motion (e.g., tank-treading). Both non-centered slipper20 and centered slipper shapes47 have been observed experimentally, where the latter may only differ slightly from parachute shapes. The stable slipper shapes are well established at higher hematocrits due to hydrodynamic cell–cell interactions.16,17,19 However, it is still not fully clear whether slippers are stable or transient states for single cells in flow.7,9,10,21 The most convincing evidence so far comes from simulations in two dimensions (2D).9,10,21

Simulations of 2D vesicles in slit channels have shown the existence of stable parachutes, slippers, and a snaking dynamics of discocytes—where snaking refers to an oscillating RBC dynamics near the tube center. A phase diagram of various shapes was predicted, depending on relative confinement and flow rate. Simulations of single RBCs in three dimensions (3D)7,14,16 have been restricted so far to a limited number of studies, which only reveal (except for fluctuations and transient states) stationary parachutes and discocytes. It is important to note that these shapes (averaged over thermal fluctuations) are characterized by different symmetry classes, ranging from cylindrical symmetry (parachutes) to a single mirror plane containing the capillary axis and the RBC center (slippers). This raises several important questions: are slipper shapes also stable in 3D capillary flow? Is snaking dynamics around the center line possible in cylindrical microchannels in 3D? Do thermal fluctuations destroy the regular snaking oscillations? What is the role of the membrane shear modulus (absent in 2D) in the phase diagram?

In this paper, we present a systematic study of single RBCs flowing in microchannels. We construct diagrams of RBC shapes for different flow conditions and analyze RBC deformation. Changes in RBC properties (e.g., shear elastic modulus, bending rigidity) are also considered, since they are of

† Electronic supplementary information (ESI) available: Four movies of different RBC shapes in capillary flow: snaking discocytes, tumbling discocytes, swinging slippers, and parachutes. Blue particles on the RBC are firmly attached to the membrane and serve as tracers in order to visualize the membrane dynamics; these particles have no physical meaning. See DOI: 10.1039/c4sm00248b
importance in various blood diseases and disorders. The presented 3D shape diagrams describe RBC deformation in microchannels, which mimic small vessels in microcirculation, and show that the parachute shape occurs mainly in small channels, while in large channels the slipper shape may occur. All simulations assume the same viscosity for both cytosol and suspending fluid; however, we discuss how the viscosity contrast would affect the shape diagram. We also compare the 3D results with the 2D shape diagrams in ref. 9 and 10 and emphasize essential differences. For instance, due to membrane shear elasticity, there exists a region of RBC tumbling in 3D, which is absent in 2D. Finally, the simulation results are compared to available experimental data.17,20,23

The article is organized as follows. In Section 2 we briefly describe the mesoscopic method employed for fluid flow, a RBC model, and simulation setup and parameters. In Section 3 we first present the shape diagram for cell parameters typical of a healthy RBC. Then, RBC membrane properties are varied in order to elucidate their effects on the RBC shape and dynamics in microchannel flow. We also discuss the effect of viscosity contrast between external and internal fluids on the shape diagram and the effects of different shapes on the flow resistance. We conclude briefly in Section 4.

2 Models & methods

To model tube flow, we employ the smoothed dissipative particle dynamics (SDPD) method44 for the suspending fluid. SDPD is a particle-based mesoscopic simulation technique, where each SDPD particle represents a small volume of fluid rather than individual atoms or molecules. The RBC membrane is represented by a triangulated network model7,8,25,26 and coupled to a fluid through friction forces.

2.1 Red blood cell model

The RBC membrane is modeled by a triangulated network of springs,7,8,25,26 which includes elastic, bending, and viscous properties. A RBC is represented by a collection of \( N_s \) particles connected by \( N_s = 3(N_s - 2) \) springs with the potential

\[
U_{sp} = \sum_{p=1}^{N_s} \frac{\left( k_b T l_p \left( 3x_j^2 - 2x_j^3 \right) \right)}{4\xi \left( 1 - x_j \right)} + \frac{k_p}{j},
\]

where \( l_j \) is the length of the \( j \)-th spring, \( l_{\text{max}} \) is the maximum spring extension, \( x_j = l_j/l_{\text{max}} \), \( \xi \) is the persistence length, and \( k_p \) is the spring constant. Note that this spring definition allows us to define a nonzero equilibrium spring length \( l_0 \). Then, we employ a stress-free model for the membrane so that each spring has its own \( l_0 \) set to the spring length of an initially triangulated surface. In addition to the elastic contribution in eqn (1), each spring may also have dissipative and random force terms in order to incorporate membrane viscosity. The bending rigidity of a membrane is modeled by the bending energy

\[
U_{bend} = \sum_{p=1}^{N_s} k_b \left[ 1 - \cos (\theta_j - \theta_j) \right],
\]

where \( k_b \) is the bending constant, \( \theta_j \) is the instantaneous angle between two adjacent triangles having the common edge \( j \), and \( \theta_j \) is the spontaneous angle, which is set to zero in all simulations. Finally, to maintain a constant cell area and volume which mimic area-incompressibility of the lipid bilayer and incompressibility of the inner cytosol, we introduce two potentials

\[
U_{area} = \frac{k_b (A - A_0)^2}{2A_0} + \sum_j k_b \left( \frac{A - A_j^0}{2A_j^0} \right)^2,
\]

\[
U_{vol} = \frac{k_v (V - V_0)^2}{2V_0},
\]

where \( k_b \), \( A_0 \), and \( k_v \) are the global area, local area, and volume constraint coefficients, respectively. \( A \) and \( V \) are the instantaneous cell area and volume, while \( A_j^0 \) is the instantaneous area of an individual face within a triangulated network. \( A_0 \) and \( V_0 \) are the desired total RBC area, area of the \( j \)-th face (set according to the initial triangulation), and total RBC volume, respectively.

To relate the model parameters in the spring potential (1) (e.g., \( \xi \), \( k_b \)) and the bending potential (2) to the macroscopic membrane properties (e.g., Young’s modulus \( Y_m \), bending rigidity \( k_b \)), we use analytic relationships derived for a regular hexagonal network.8,27 The ratio \( l_0/A_0 \) is set to 2.2 for all springs.44 To relate simulation parameters to the physical properties of RBCs, we need a basic length and energy scale. Therefore, we define an effective RBC diameter \( D_r = \sqrt{A_0/\pi} \) with \( A_0 \) being the RBC membrane area. From \( A_0 \) we can also calculate the average bond length \( l_0 \) for a given number of membrane vertices \( A_r / A_0 = \sqrt{3l_0^2}/4 \) where \( N_r = 2N - 4 \) is the total number of triangular elements on a membrane. Experimental results45 for the RBC area imply that \( D_r = 6.5 \mu \text{m} \). Table 1 summarizes the parameters for the RBC model in units of \( D_r \) and the thermal energy \( k_b T \), and the corresponding average values for a healthy RBC in physical units. The global area \( (k_b) \) and volume \( (k_v) \) constraint coefficients are chosen large enough to approximate closely the area-incompressibility of the lipid bilayer and incompressibility of the inner cytosol. Finally, a relationship for time scale is based on the characteristic RBC relaxation time, which is defined further below in the text.

2.2 Smoothed dissipative particle dynamics

SDPD is a mesoscopic particle method, which combines two frequently used fluid-dynamics approaches: the smoothed particle hydrodynamics9,28 and dissipative particle dynamics13,23 methods. The SDPD system consists of \( N \) point particles of mass \( m_0 \) position \( \mathbf{r}_i \) and velocity \( \mathbf{v}_i \). SDPD particles interact through three pairwise forces: conservative (C), dissipative (D), and random (R), so that the force on particle \( i \) is given by

\[
\mathbf{F}_i^C = \sum_j \left( \frac{m_0}{\rho_0^2} + \frac{m_0}{\rho_0^2} \right) w_{ij} \mathbf{v}_j, \\
\mathbf{F}_i^D = -\sum_j \gamma \left( \mathbf{v}_i + \left( \mathbf{v}_i \cdot \mathbf{v}_j \right) \mathbf{v}_j \right), \quad \text{(4)} \\
\mathbf{F}_i^R = \sum_j \sigma \left( \mathbf{D} \mathbf{w}_{ij} + \frac{1}{3} \tr \left( \mathbf{D} \mathbf{w}_{ij} \right) \right),
\]

where \( k_b \) is the bending constant, \( \theta_j \) is the instantaneous angle between two adjacent triangles having the common edge \( j \), and \( \theta_j \) is the spontaneous angle, which is set to zero in all simulations. Finally, to maintain a constant cell area and volume which mimic area-incompressibility of the lipid bilayer and incompressibility of the inner cytosol, we introduce two potentials

\[
U_{area} = \frac{k_b (A - A_0)^2}{2A_0} + \sum_j k_b \left( \frac{A - A_j^0}{2A_j^0} \right)^2,
\]

\[
U_{vol} = \frac{k_v (V - V_0)^2}{2V_0},
\]

where \( k_b \), \( A_0 \), and \( k_v \) are the global area, local area, and volume constraint coefficients, respectively. \( A \) and \( V \) are the instantaneous cell area and volume, while \( A_j^0 \) is the instantaneous area of an individual face within a triangulated network. \( A_0 \) and \( V_0 \) are the desired total RBC area, area of the \( j \)-th face (set according to the initial triangulation), and total RBC volume, respectively.

To relate the model parameters in the spring potential (1) (e.g., \( \xi \), \( k_b \)) and the bending potential (2) to the macroscopic membrane properties (e.g., Young’s modulus \( Y_m \), bending rigidity \( k_b \)), we use analytic relationships derived for a regular hexagonal network.8,27 The ratio \( l_0/A_0 \) is set to 2.2 for all springs.44 To relate simulation parameters to the physical properties of RBCs, we need a basic length and energy scale. Therefore, we define an effective RBC diameter \( D_r = \sqrt{A_0/\pi} \) with \( A_0 \) being the RBC membrane area. From \( A_0 \) we can also calculate the average bond length \( l_0 \) for a given number of membrane vertices \( A_r / A_0 = \sqrt{3l_0^2}/4 \) where \( N_r = 2N - 4 \) is the total number of triangular elements on a membrane. Experimental results45 for the RBC area imply that \( D_r = 6.5 \mu \text{m} \). Table 1 summarizes the parameters for the RBC model in units of \( D_r \) and the thermal energy \( k_b T \), and the corresponding average values for a healthy RBC in physical units. The global area \( (k_b) \) and volume \( (k_v) \) constraint coefficients are chosen large enough to approximate closely the area-incompressibility of the lipid bilayer and incompressibility of the inner cytosol. Finally, a relationship for time scale is based on the characteristic RBC relaxation time, which is defined further below in the text.
\[ e_{ij} = \frac{r_{ij}}{|r_{ij}|} \quad \text{and} \quad v_{ij} = \frac{v_i - v_j}{C_0} \quad \text{with parameters} \quad p_0, \rho_0, \alpha, \text{and} \beta \text{are selected.} \]

The (distance-dependent) coefficients \( g_j \) and \( \gamma_j \) define the strength of dissipative and random forces and are equal to \( \gamma_j = \frac{5 n_{ij} \ w_{ij}}{3 \ \rho_i \rho_j} \) and \( g_j = 2 \sqrt{k_b T \ |g_j|} \), where \( n_{ij} \) is the desired fluid’s dynamic viscosity and \( k_b T \) is the thermal energy unit. The notation \( t_\text{r} \) defines the traceless symmetric function \( W_\text{r}(r) = -r w(r) \).

The time evolution of velocities and positions of particles is determined by Newton’s second law of motion:

\[ \frac{d \text{r}_i}{dt} = v_i \quad \text{and} \quad \frac{d \text{v}_i}{dt} = \frac{1}{m_i} \left( F_i^\text{C} + F_i^\text{D} + F_i^\text{P} \right). \]

The above equations of motion are integrated using the velocity-Verlet algorithm.

The SDPD fluid parameters are given in Table 2. A natural length scale in the fluid is the cut-off radius \( r_c \); however, since we investigate the dependence of fluid properties on \( r_c \), we use the membrane bond length \( l_0 \) instead, which is very similar in magnitude to \( r_c \). In addition, the exponent \( \alpha \) in the equation of state is chosen to be \( \alpha = 7 \), and \( \rho_0 = n \), where \( n \) is the fluid’s number density (in particles per \( l_0^3 \)). A relatively large value of \( \alpha \) provides a good approximation of fluid incompressibility, since even small changes in local density may lead to strong local pressure changes. Furthermore, the speed of sound, \( c \), for the selected equation of state can be given as \( c^2 = p_0 \rho_0 / \eta_0 \). The corresponding Mach numbers have been kept below 0.1 in all simulations providing a good approximation for an incompressible fluid flow.

To span a wide range of flow rates, we employed different values of fluid viscosities \( \eta \) in simulations with an input parameter \( \eta_0 \in [15; 120] \sqrt{k_b T / l_0^3} \) (in the fluid’s particle mass), since the fluid viscosity modifies linearly the RBC relaxation time scale defined further below. Large values of viscosity were used to model high flow rates of the physical system in order to keep the Reynolds number in simulations, based on characteristic RBC size, sufficiently low (see also an argument at the end of Section 2.3). Even though we can directly input the desired fluid viscosity \( \eta_0 \) in SDPD, the assumption that \( \eta_0 \) equals the actual fluid viscosity \( \eta \) is reliable only when each SDPD particle has large enough number of neighboring particles, which may require a large enough cutoff radius and/or a density of fluid particles. Therefore, it is always advisable to calculate the fluid viscosity directly (e.g., in shear-flow setup) to check validity of the approximation of the simulated fluid viscosity by \( \eta_0 \). Note that for the fluid viscosity we have always used the precalculated values of \( \eta \) rather than input values of \( \eta_0 \).

The tube wall has been modeled by frozen particles which assume the same structure as the fluid, while the wall thickness is equal to \( r_w \). Thus, the interactions of fluid particles with wall particles are the same as the interactions between fluid particles, and the interactions of a RBC with the wall are identical to those with a suspending fluid. The wall particles also provide a contribution to locally calculated density of fluid particles near a wall, while the local density of wall particles is set to \( n \). To prevent wall penetration, fluid particles as well as vertices of a RBC are subject to reflection at the fluid-solid interface. We employed bounce-back reflections, because they provide a better approximation for the no-slip boundary conditions in comparison to specular reflection of particles. To ensure that no-slip boundary conditions are strictly satisfied, we also add a tangential adaptive shear force\(^{43} \) which acts on the fluid particles in a near-wall layer of a thickness \( r_w \).

### Table 2: SDPD fluid parameters in simulation and physical units

<table>
<thead>
<tr>
<th>Fluid parameters</th>
<th>Scaled units</th>
<th>Physical units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_0 )</td>
<td>16, ( k_b T )</td>
<td>1.07 Pa</td>
</tr>
<tr>
<td>( b )</td>
<td>12, ( k_b T )</td>
<td>0.86 Pa</td>
</tr>
<tr>
<td>( \eta )</td>
<td>16 – 122, ( \sqrt{k_b T} )</td>
<td>1.2 \times 10^{-3} \text{ Pa s}</td>
</tr>
<tr>
<td>( k_b T )</td>
<td>4.282 \times 10^{-3} J</td>
<td></td>
</tr>
</tbody>
</table>

### Table 1: RBC parameters in units of the effective RBC diameter \( D \), and the thermal energy \( k_b T \), and the corresponding average values for a healthy RBC in physical units. \( N_i \) is the number of membrane vertices, \( A_i \) is the RBC membrane area, \( l_p \) is the average bond length, \( V_i \) is the RBC volume, \( T \) is the temperature, \( Y_i \) is the membrane Young’s modulus, \( \kappa_i \) is the membrane bending rigidity, and \( k_{a b}, k_{b c}, \text{and} k_{c a} \) are the local area, global area, and volume constraint coefficients, respectively. In all simulations, we have chosen \( A_1 = 133.5 \) and \( k_b T = 0.4 \), which implies that \( D_0 = 6.5 \) and \( l_0 = 0.4 \).
Coupling between the fluid flow and RBC deformation is achieved through viscous friction between RBC nodes and surrounding fluid particles, which is implemented via dissipative particle dynamics interactions. Each membrane vertex interacts with fluid particles within a spherical volume with a radius $r_c$ using dissipative and random forces similar to those in SDPD. The strength of dissipative (friction) coupling depends on the fluid viscosity and particle density as well as on the choice of $r_c$. The RBC membrane also separates inner and outer fluids, which is implemented through bounce-back reflections of fluid particles on a membrane surface. Finally, the local density of fluid particles near the membrane includes contributions of both inner and outer fluid particles.

### 2.3 Simulation setup

The simulation setup consists of a single periodic tube-like channel characterized by a diameter $D$ and the length $L = 10D$, filled with a fluid and a single suspended RBC. For simplicity, the fluid viscosity inside a RBC is set to be the same as that of blood plasma. The flow is driven by a constant force $f$ applied to each fluid particle, which is equivalent to a constant pressure gradient $\Delta P/L = f_n$, where $\Delta P$ is the pressure drop. To characterize the flow we define a non-dimensional shear rate given by

$$\dot{\gamma}^* = \frac{\eta D f_n}{r_c} = \frac{\gamma}{\gamma^*},$$

where $\gamma = v/D = D f_n/(32 \eta)$ is the average shear rate (or pseudo-shear rate), $v = Q/A$ is the average flow velocity with cross-sectional area $A = \pi D^2/4$ and volumetric flow rate $Q = \pi D^3 f_n/(128 \eta)$, and $\gamma = \eta D^3 /\kappa_c$ is a characteristic relaxation time of a RBC. Note that we define $\gamma$ based on the Poiseuille flow solution for a Newtonian fluid without a RBC, since a single RBC does not significantly affect the total flow rate. This assumption for $Q$ also results in $\dot{\gamma}^*$ to be proportional to the pressure drop, which would be a convenient parameter to control in experiments. Furthermore, the flow behavior is determined by the cell confinement $\chi = D_c/D$ and the Föppl-von Kármán number $\Gamma = Y D_c^3 /\kappa_c = 2662$ (average value for a healthy RBC), which characterizes relative importance of cell elasticity to bending rigidity.

To interpret the non-dimensional shear rate with respect to experimental measurements, we can compute the characteristic RBC relaxation time from eqn (6) to be $\tau = 1.1$ s. Thus, the pseudo-shear rate $\gamma$ used in experiments is roughly equivalent in magnitude to $\dot{\gamma}^*$ in inverse seconds. It is important to note that since we employ distinct viscosity values in different simulations, the RBC relaxation time in simulation units also changes. Therefore, the same shear rate in simulations with different viscosities corresponds to different shear rates in physical units. This approach allows us to keep the Reynolds number low in the simulations, while a large range of shear rates in physical units can be spanned.

#### 2.4 Sensitivity of simulation results to the discretization of fluid and RBC membrane

A too coarse discretization of fluid and RBC membrane may affect simulation results. To check whether our RBC discretization is fine enough, a number of simulations have been performed using significantly different numbers of membrane vertices, $N_c = 1000$ and $N_c = 3000$. The comparison reveals that $N_c = 1000$ is sufficient to obtain accurate results for the investigated range of flow rates. Much larger flow rates may require finer RBC discretization due to strong membrane deformation.

Another potential source of error arises from the discretization of fluid flow. There are two main parameters here, which are related to each other: the particle density $n$ and the cutoff radius $r_c$ within the SDPD fluid. The value of $r_c$ cannot be arbitrarily small, since the SDPD method properly functions only if each particle has a large enough number of neighboring particles. Thus, the choice of $r_c$ is directly associated with the particle density and can be selected smaller in magnitude for higher number densities. To study the sensitivity of the results to fluid discretization, the fluid density has been varied between $n = 0.2 \lambda_0^{-3}$ and $n = 0.8 \lambda_0^{-3}$, while the corresponding $r_c$ values were between $3.8 \lambda_0$ and $2.3 \lambda_0$. Simulation results show that values of $r_c \leq 3 \lambda_0$ and $n \geq 0.4 \lambda_0^{-3}$ are small and large enough, respectively, to properly reproduce the flow around a RBC for the studied flow rates. Note that the cutoff radius does not directly reflect strong local correlations, since local interactions are scaled by the weights $w_{ij}$ which decay to zero at distance $r_c$.

Finally, coupling between the RBC and fluid flow is also performed over a smoothing length $r_s$. Even though generally there are no restrictions on the choice of $r_s$, it has to be small enough to impose properly the coupling between RBC vertices and local fluid flow. To test the sensitivity of our simulation results to the choice of this parameter, we varied the coupling radius between $1.2 \lambda_0$ and $2.4 \lambda_0$. A comparison of simulation results indicated that $r_s \leq 1.9 \lambda_0$ appears to be sufficient to obtain results independent of $r_s$ for $\dot{\gamma}^* \leq 100$. All results in the paper are obtained using the discretization parameters which comply with the estimations made above.

### 3 Results and discussion

#### 3.1 Shapes and dynamics of a healthy RBC

Fig. 1 shows several RBC shapes for $\chi = 0.58$ (corresponding to a channel diameter $D = 1.72D_c$), which are typically encountered in microcirculatory blood flow; see also Movies S1–S4.† For slow flows, see Fig. 1(a), the RBC shape is similar to the biconcave discocyte shape in equilibrium. For higher flow rates, see Fig. 1(b), a slipper shape may be observed, which is characterized here by an off-center position within the tube so that the membrane displays a tank-treading motion due to local shear gradients resembling the tank-treading in shear flow. At the highest flow rate, see Fig. 1(c), a parachute shape is obtained, where the cell flows at the channel center and the membrane is practically not moving in the lab frame.

Fig. 2 presents our main result, the shape diagram for different flow rates and confinements, where the cell parameters are similar to those of a healthy RBC. The parachute RBC shape is predominantly observed in the region of strong confinements and high enough flow rates, where large flow forces are able to strongly deform a RBC. Here, it should be
 noticed that parachutes are also stable for weak or no confinement when the curvature of the parabolic flow in the center exceeds a critical value. At weak confinements, we find off-center slippers with tank-treading motion for higher flow rates, and discocytes with tumbling motion for lower flow rates. Both regions arise from the transition from strongly deformed parachute to more relaxed (discocyte and slipper) shapes, similar to the transition seen in the diagram for 2D vesicles. However, the boundary between slippers and discocytes is governed by the critical shear rate \( \gamma_{tt}^* \) of the tumbling-to-tank-treading transition of a RBC. Tumbling occurs off the tube center, when the local shear rate drops below \( \gamma_{tt}^* \). In the case of small viscosity contrast between inner and outer fluids (equal to unity here), the origin of the tumbling-to-tank-treading transition is the anisotropic shape of the spectrin network, which requires stretching deformation in the tank-treading state, and therefore cannot be captured by simulations of 2D vesicles. In addition, near the tumbling-slipper boundary, tumbling motion of a RBC exhibits a noticeable orbital drift so that the tumbling axis is not fixed and oscillates in the vorticity direction (see Movie S2†). This effect is qualitatively similar to a rolling motion (also called kayaking) found in experiments and in simulations of a RBC in shear flow. Orbital oscillations of a tumbling RBC are attributed to local membrane stretching deformation due to small membrane displacements whose effect becomes reduced if a RBC transits to a rolling motion. At small shear rates \( \gamma^* \), there also exists a so-called snaking region, first observed for 2D vesicles in ref. 9 and 10, where a RBC performs a periodic oscillatory motion near the center line. In contrast to snaking in 2D, the snaking motion in 3D is fully three dimensional and exhibits an orbital drift (see Movie S1†), which is similar to that for a RBC rolling motion in shear flow occurring in a range of shear rates between RBC tumbling and tank-treading. The origin of orbital oscillations in the snaking regime might be similar to that for a rolling RBC; however, this issue requires a more detailed investigation. Note that at very low \( \gamma^* \leq \kappa_3 \gamma / \kappa_2 \), the rotational diffusion of RBCs becomes important, and RBC dynamics is characterized by random cell orientation. Another striking difference between the phase diagrams in Fig. 2 and in ref. 9 and 10 is that at high confinements the “confined slipper” found in the 2D vesicle simulations is suppressed in 3D. The confined slipper in 2D found for \( \chi \geq 0.6 \) is qualitatively similar to a slipper at low confinements, which is also called “unconfined slipper” in ref. 9 and 10, since this vesicle state exists in unbound parabolic flow. Note that the regions of confined and unconfined slippers in 2D have no common boundary. The absence of slippers at high confinements in 3D is due to the cylindrical shape of a channel, which would cause the confined slipper to conform to the wall curvature, which is energetically unfavorable.

To better understand the differences between various RBC states, we now analyze the cell orientational angle, displacement from the channel center, and asphericity. The RBC orientational angle is defined as an angle between the eigenvector of the gyration tensor corresponding to the smallest eigenvalue (RBC thickness) and the tube axis. The RBC displacement \( r \) is computed as a distance between the RBC center of mass and the tube center. The RBC asphericity characterizes the deviation of a cell from a spherical shape and is defined as \( \sqrt{\lambda_2 - \lambda_3}^2 + \lambda_3 \gamma \lambda_2^2 + (\lambda_2 - \lambda_3)^2 / (2 \lambda_3^2) \), where \( \lambda_1 \leq \lambda_2 \leq \lambda_3 \) are the eigenvalues of the gyration tensor and \( \lambda_3^2 = \lambda_1 + \lambda_2 + \lambda_3 \).

Fig. 1 Simulation snapshots of a RBC in flow (from left to right) for \( \chi = 0.58 \). (a) A biconcave RBC shape at \( \gamma^* = 5 \); (b) an off-center slipper cell shape at \( \gamma^* = 24.8 \); and (c) a parachute shape at \( \gamma^* = 59.6 \). See also Movies S1–S4†.

Fig. 2 A phase diagram for \( l = 2662 \) (\( Y = 18.9 \times 10^{-5} \, \text{N m}^{-1} \)), which mimics average membrane properties of a healthy RBC. The plot shows various RBC dynamics states depending on the flow strength characterized by \( \gamma^* \) and the confinement \( \chi \). The symbols depict performed simulations, with the RBC states: parachute (green circles), slipper (brown squares), tumbling (red diamonds) and snaking (blue stars) discocytes. The phase-boundary lines are drawn schematically to guide the eye.

\[ \text{Soft Matter}, 10:4258-4267, 2014 \]

This journal is © The Royal Society of Chemistry 2014
The asphericity for a single RBC in equilibrium is equal to 0.15. Fig. 3 presents the temporal dependence of these properties for different RBC states, including snaking and tumbling discoocyte, slipper, and parachute. For the snaking dynamics, the orientational angle oscillates between 40 and 90 degrees (Fig. 3(a)), the cell remains close to the channel center (Fig. 3(b)), and it shows only slight deformation compared to the equilibrium shape (Fig. 3(c)). The parachute shape is characterized by a small orientational angle (aligned with the tube axis), a cell position right in the channel center, and a small asphericity which indicates that the RBC shape attains a more spherical shape. Both tumbling discoocytes and tank-treading slippers are displaced further from the channel center (Fig. 3(b)) than snaking discoocytes and parachutes, and show an oscillating orientational angle. However, tumbling discoocytes clearly show cell rotations, while slippers display a swinging motion characterized by small orientational oscillations around the tank-treading axis. Moreover, a tumbling RBC does not experience strong deformation (Fig. 3(c)), while a slipper shows large oscillations in cell asphericity. Note that to determine the RBC shape under given conditions, we used both visual assessment of the corresponding RBC shapes in flow and the analysis of the characteristics discussed above.

3.2 Comparison with experiments

There exist several experimental studies of a RBC in microchannel flow.\textsuperscript{17,20,23,41} In the experiments of ref. 23, the rotation of single RBCs and of their rouleaux structures in tube flow with radii ranging from 30 μm to 100 μm has been investigated. Even though the tube diameters in the experiments were larger than those used in our simulations, these experiments provide direct evidence of the existence of RBC off-center tumbling dynamics for low confinements and low flow rates with \( \gamma \leq 30 \text{ s}^{-1} \), in agreement with the simulation results in Fig. 2.

In the experiments of ref. 17, the imposed flow velocities were very large, ranging from 1 cm s\(^{-1}\) to 30 cm s\(^{-1}\) in a capillary with the diameter of 9 μm. This is much faster than the typical flow velocities in microcirculation, where for venules and arterioles with a similar diameter flow velocities are in the range of 0.2–7 mm s\(^{-1}\).\textsuperscript{42} The range of flow velocities we span in our simulations is about 0.2–1.0 mm s\(^{-1}\), and is therefore comparable with that in microcirculation. The results in ref. 17 show the existence of parachute and slipper shapes, where a weak confinement favors non-centered slipper shapes, which is in qualitative agreement with the simulations in Fig. 2. Furthermore, a good agreement between experiments and simulations is found for low confinements, where parachute shapes are observed for flow rates with the velocities lower than 4–7 cm s\(^{-1}\).\textsuperscript{17} At flow velocities larger than approximately 7 cm s\(^{-1}\) and at low confinements, centered slippers are observed which resemble parachutes, but become slightly asymmetric.\textsuperscript{17} Recent 2D simulations\textsuperscript{48} have also found that at high enough flow rates centered slippers and parachutes may coexist. Currently, we are not able to reach such high flow rates in 3D simulations due to numerical limitations. In addition, this region might be of limited interest, since the corresponding flow rates are far beyond the physiologically relevant values.

Experimental data in ref. 20 were obtained for narrow capillaries with diameters ranging from 4.7 μm to 10 μm; however, the flow velocities are considerably smaller than those in ref. 17, in the range of 1–40 mm s\(^{-1}\). For strong confinements \( \chi \geq 1 \), centered bullet-like shapes are observed which resemble an elongated cylindrical shape with a semi-spherical cap at the front end and a semi-spherical dip at the rear end. A comparison with our simulation results for the weaker confinement of \( \chi = 0.65 \) shows a good agreement since centered parachute shapes are found in both experiments and simulations. The transition to the parachute shape for \( \chi = 0.65 \) occurred at the RBC velocity of about 0.5 mm s\(^{-1}\) in the experiments,\textsuperscript{20} while our simulations predict the transition velocity of about 0.45 mm s\(^{-1}\).

3.3 The effects of membrane properties on the shape diagram

In order to investigate the effects of membrane elastic parameters on the RBC phase diagram in capillary flow, we calculated...
phase diagrams for both reduced Young’s modulus and increased bending rigidity. The state diagram for membrane bending rigidity increased by a factor of five, which leads to $k_r = 1.5 \times 10^{-18}$ J and $\Gamma = 532$, is shown in Fig. 4. We expect a dependence of the transition lines on the membrane parameters and geometry of the channel to be of the form $\gamma_c = \Omega(\Gamma, \chi, k_r, k_n T)$, where $\Omega$ is a universal function for each transition. In addition, a more general form of $\gamma_c$ should also include the strength of thermal fluctuations characterized by ambient temperature as an independent variable. As an example, different temperatures would affect the rotational diffusion of RBCs, which may become important at very low $\dot{\gamma}^*$ and lead to random cell orientation modifying potentially a snaking region. Also, recent experiments on vesicles and RBCs, which may become important at very low $\dot{\gamma}^*$ values.

Fig. 5 shows the state diagram for a RBC in tube flow with the membrane Young’s modulus reduced by the factor of three ($Y_c = 6.3 \mu N m^{-1}$) in comparison to that of a healthy RBC. This diagram should be compared with Fig. 2 and 4, which are for healthy RBCs and cells with an increased bending rigidity, respectively. In Fig. 5, the transition from snaking discocytes and swinging slippers to the parachute shape, as well as the transition from tumbling discocytes to swinging slippers occur at lower flow rates than those for a healthy RBC (Fig. 2). As a consequence, the snaking region shrinks substantially and is observed primarily at very low $\dot{\gamma}^*$ values. Another feature is that the tumbling region is significantly reduced in comparison to that in the diagram for healthy cells (Fig. 2). These results are consistent with the fact that the transition from discocyte to parachute shapes in Poiseuille flow depends roughly linearly on the RBC elastic properties and bending rigidity, as well as that the tumbling-to-tank-treading transition of a RBC in shear flow depends nearly linearly on the RBC elastic properties such as Young’s modulus. This implies that the transition lines for a fixed ambient temperature are linear functions of the Föppl-von Kármán number $\Gamma$, as discussed above. A comparison with the results of ref. 7 for RBCs with considerably smaller bending and shear rigidities indicates that strong thermal fluctuations destroy the regular snaking oscillations.

Correspondence of different systems with a fixed Föppl-von Kármán number $\Gamma$ is also supported by the argument that the RBC relaxation time $\tau$ is a linear function of RBC membrane elastic parameters ($k_r$ or equivalently $Y_c$ for a fixed $\Gamma$). Thus, a simulation with the parameters $\{D_n, Y_c, s, k_n, \gamma^*\}$ should lead to identical results as those obtained from a simulation with $\{D_n, Y_c/s, s, \gamma^*/s\}$, where $s$ is a scaling constant. Even though this argument is quite general, other characteristics of a system also need to be properly considered including thermal fluctuations and Reynolds number of the flow. Finally, the assumption of linear dependence of $\tau$ on the membrane properties may become invalid for strong enough flow rates, which may lead to non-linear membrane deformation. A semi-quantitative comparison of cell shape regions can be done by looking at the state diagram of Fig. 5 for the reduced membrane Young’s modulus and the state diagram of Fig. 4 for an increased
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**Fig. 4** A phase diagram for $\Gamma = 532$ ($Y_c = 18.9 \times 10^{-6}$ N m$^{-1}$, $k_r = 1.5 \times 10^{-18}$ J) such that the bending rigidity of a cell membrane is five times larger than $k_r = 3 \times 10^{-19}$ J of a healthy RBC. The diagram depicts RBC behavior in tube flow with respect to the dimensionless shear rate $\dot{\gamma}^*$ and confinement $\chi$. The symbols correspond to performed simulations and RBC states are the parachute (green circles), slipper (brown squares), tumbling (red diamonds) and snaking (blue stars) discocytes. The phase-boundary lines are drawn schematically to guide the eye.
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**Fig. 5** A phase diagram for $\Gamma = 887$ ($Y_c = 6.3 \times 10^{-6}$ N m$^{-1}$, $k_r = 3 \times 10^{-19}$ J) where the Young’s modulus of a cell membrane is three times lower than that assumed for a healthy RBC. The plot shows different RBC dynamical states in tube flow with respect to the non-dimensional shear rate $\dot{\gamma}^*$ and the confinement $\chi$. The symbols depict performed simulations and RBC states include the parachute (green circles), slipper (brown squares), tumbling (red diamonds) and snaking (blue stars) discocytes. The phase-boundary lines are drawn schematically to guide the eye.
membrane bending rigidity. The corresponding Föppl–von Kármán numbers are not the same, but similar in magnitude and both are considerably smaller than those for healthy RBCs. Thus, we expect that the two state diagrams for $\Gamma = 532$ (Fig. 4) and $\Gamma = 887$ (Fig. 5) should be similar, and show the same trends in comparison with the diagram for healthy cells (Fig. 2). This comparison further supports our argument about the existence of universal functions $\gamma_\text{opt}$ to describe the transition lines.

3.4 The effect of cytosol viscosity on the shape diagram

We have focused in our simulations on the investigation of the effect of membrane elasticity on RBC dynamics in microcapillary flow, and have therefore employed same viscosity for the suspending fluid and RBC cytosol. For a healthy RBC, the viscosity contrast $\lambda$, defined as the ratio of cytosol over blood plasma viscosity, is approximately $\lambda = 5$. Therefore, we want to discuss briefly the possible effect of the viscosity contrast on the dynamical states. Clearly, cytosol viscosity only plays a role when the internal fluid (or equivalently membrane) is in motion, i.e., only when the cell tank-treads in the slipper state. Thus, we mainly need to discuss how the slipper region will be modified. Recent experiments and simulations indicate that the viscosity contrast indeed strongly affects the tumbling-to-tank-treading transition characterized by $\gamma_\text{opt}$.

An increase in $\lambda$ is known to shift $\gamma_\text{opt}$ of the tumbling-to-tank-treading transition to higher shear rates. Therefore, we expect that the boundary between the tumbling and slipper regions in Fig. 2 would shift to higher values of $\gamma_\text{opt}$ for a real RBC leading to the expansion of the tumbling region. A very large viscosity of either RBC membrane or cytosol, which may occur in some blood-related diseases or disorders, may also lead to a complete disappearance of the slipper region, which would be replaced by the RBC tumbling state. Recent simulations of 2D vesicles with $\lambda = 1$ in ref. 9 and $\lambda = 5$ in ref. 10 have shown an expansion of the snaking region toward the slipper region, since the RBC tank-treading becomes less favorable. Note that since RBC tumbling due to membrane elastic anisotropy is not possible in 2D, the snaking region in ref. 9 and 10 has a large common boundary with the slipper region, while in 3D the snaking region has practically no boundary with the dynamical slipper region and is mainly connected to the tumbling region (Fig. 2). Thus, no significant changes in the snaking region due to the viscosity contrast is expected in 3D. In analogy with the expansion of the snaking region in 2D, an expansion of the tumbling region in 3D can be expected.

An effect of the viscosity contrast on the boundary between the slipper and parachute regions is not obvious. 2D simulations for different viscosity contrasts indicate that the boundary is slightly altered that makes the slipper region get mildly expanded. Thus, it is plausible to expect a similarly weak effect in 3D; however, a definite statement on this issue is only possible after a systematic numerical investigation of the effect of viscosity contrast has been performed in 3D.

3.5 Snaking, tumbling, and swinging frequencies

The simulations also provide interesting information about the dependence of the snaking, tumbling (both in the discocyte state) and swinging (in the slipper state) frequencies $\omega$ on shear rate, as shown in Fig. 6 for three different confinement extracted from the state diagram of Fig. 4. In all regimes, the frequencies increase linearly with shear rate. However, the prefactors of this linear dependence are very different. The strongest dependence is found in the swinging regime, somewhat larger than that in the snaking regime, while the frequency is almost independent of $\gamma_\text{opt}$ in the tumbling regime. Increasing confinement significantly reduces the swinging, tumbling and swinging frequencies. Note that the swinging frequencies are likely to be overpredicted in Fig. 6 in comparison with those of real RBCs due to the assumption of having the same viscosity of the suspending medium and RBC cytosol.

3.6 Flow resistance

Fig. 7 presents the volumetric flow rate $Q_{\text{RBC}}$ with a RBC measured in simulations and normalized by the flow rate $Q$ without a RBC. Data are shown for different $\gamma_\text{opt}$ for the case of $\Gamma = 2662$, corresponding to the shape diagram in Fig. 2. The volumetric flow rate at low confinements remains essentially unaffected by the presence of a RBC. As the confinement is increased, the flow rate decreases and the effect of a RBC on the flow rate appears to be stronger at low $\gamma_\text{opt}$ values. Note that Fig. 7 also presents the change in flow resistance, since the apparent viscosity is inversely proportional to the volumetric flow rate. Thus, the apparent viscosity increases with increasing confinement. A reduction in the flow resistance with the increase of $\gamma_\text{opt}$ (represented by different curves in Fig. 7) is due to the transition from discocyte to parachute and slipper shapes.
since for large enough $\gamma^*$ no significant further changes in flow resistance occur.

Even though Fig. 7 shows the effect of confinement on $Q_{\text{RBC}}$, the flow resistance for different $\chi$ may be also affected by the change in hematocrit. In all simulations, the length of the channel was kept the same, while the tube diameter was varied, which means that the tube hematocrit ($H_t$), calculated as the ratio of the RBC volume to total tube volume, is inversely proportional to $D^2$. For the strongest confinement $\chi = 0.79$ ($D = 8.2 \mu m$) $H_t$ is equal to 0.027, while for the lowest confinement $\chi = 0.37$ ($D = 17.8 \mu m$) $H_t = 0.0057$.

4 Conclusions

Even though the phase diagrams of RBC shapes show some qualitative similarities with the corresponding diagram of 2D vesicles,\textsuperscript{8,24,25} there are several qualitative and quantitative differences. In 3D, slippers are essentially absent at high confinement ($\chi \geq 0.7$) and low flow rates due to the cylindrical channel geometry, which requires the RBC slipper to comply with the channel wall curvature and cannot be captured by a 2D model. Therefore, parachute shapes are preferred at high $\chi$ — in agreement with the 3D results of ref. 7. At even higher confinements than those in this study, RBCs are expected to attain bullet shapes.\textsuperscript{26} Another evident difference between RBCs in 3D and vesicles in 2D\textsuperscript{27,28} is the existence of a RBC tumbling region, which appears in 3D due to anisotropic elastic properties of RBCs.\textsuperscript{27,28} For vesicles in 2D, the only possibility to include tumbling is to introduce a high enough viscosity contrast between the fluids inside and outside a RBC.

The calculated state diagrams in 3D provide a better description of RBC shapes and dynamics in microvascular flow than the previous 2D results. The flow resistance is affected only weakly by the transition from discocyte to parachute and slipper shapes, most significantly at high confinements ($\chi \geq 0.6$). The geometrical complexity of microvasculature induces non-trivial partitioning of RBCs, which often leads to very low cell volume fractions within various vessel structures, so that our simulation results provide an important step towards an understanding of blood flow and RBC behavior in microcirculation. Finally, similar physical mechanisms are expected for capsule suspensions.
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P7: White blood cell margination in microcirculation
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White blood cell margination in microcirculation†
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Proper functioning of white blood cells is not possible without their ability to adhere to vascular endothelium, which may occur only if they are close enough to vessel walls. To facilitate the adhesion, white blood cells migrate toward the vessel walls in blood flow through a process called margination. The migration of white cells depends on a number of conditions including local hematocrit, flow rate, red blood cell aggregation, and the deformability of both red and white cells. To better understand the margination process of white blood cells, we employ mesoscopic hydrodynamic simulations of a three-dimensional model of blood flow, which has been previously shown to capture quantitatively realistic blood flow properties and rheology. The margination properties of white blood cells are studied for a wide range of hematocrit values and flow conditions. Efficient white blood cell margination is found in an intermediate range of hematocrit values of $H_t \approx 0.2$–0.4 and at relatively low flow rates, characteristic of the venular part of microcirculation. In addition, aggregation interactions between red blood cells lead to enhanced white-blood-cell margination. This simulation study provides a quantitative description of the margination of white blood cells, and is also highly relevant for the margination of particles or cells of similar size such as circulating tumor cells.

1 Introduction

Leukocytes or white blood cells (WBCs) defend our body from various viral and bacterial infections and other foreign substances. They are normally located in the blood stream and in the lymphatic system, where they are able to monitor various chemical signals or stimuli. Once WBCs have detected a problem, e.g., an inflammation, their cellular machinery is able to facilitate transmigration into a surrounding tissue, which is necessarily preceded by their adhesion to vascular endothelium. However, the possibility of WBC interactions with a vessel wall, and therefore adhesion, is directly associated with the probability of being close enough to a vessel wall in blood flow. A number of experimental observations suggest that WBCs migrate toward vessel walls in blood flow, a process which is called margination. Thus, the WBC margination probability, which characterizes the fraction of time a WBC spends near a wall, directly affects the frequency of WBC adhesion.

A number of experimental observations and simulations of flowing blood have shown that red blood cells (RBCs) concentrate in the vessel center leading to a layer free of RBCs next to a wall. The migration of RBCs toward the vessel center has been attributed to a lift force, which arises from cell-wall hydrodynamic interactions in flow due to the non-spherical discocyte shape and high deformability of RBCs. Therefore, the migration effect for various cells is different due to the differences in size, shape, and deformability of blood cells, for instance between RBCs and WBCs. Different cell-wall hydrodynamic interactions of RBCs and WBCs lead to their segregation in flow such that WBCs are likely to be present near a wall. In fact, the lift force on WBCs is expected to be much lower than that on RBCs, since WBCs have a near-spherical shape and are not very deformable. This argument supports the fact that RBCs populate the vessel center, while WBCs may get marginalized to the RBC free layer. Therefore, WBC margination in blood flow is mediated by RBCs.

Existing experimental and simulation studies have shown that WBC margination has a non-trivial dependence on various blood flow properties including hematocrit $H_t$, (i.e. RBC volume fraction), flow rate, vessel geometry, and RBC aggregation. Early in vitro experiments on WBC adhesion have shown a high WBC adhesion rate at low flow rates characteristic of venular blood flow and high $H_t > 0.45$. In vitro experiments on WBC adhesion in glass tubes suggested a similar dependence of WBC adhesion on the flow rate; however, they reported no significant dependence of WBC adhesion on $H_t$. One of the first simulation studies in two dimensions (2D) has also reported no significant effect of $H_t$ on WBC margination. In contrast, WBC margination in microfluidic experiments has been found to be pronounced within an intermediate range of $H_t \approx 0.2$–0.3, while at both lower and higher $H_t$ values WBC margination has been reduced. Recent simulation work in 2D was able to...
reconcile the existing contradicting observations of WBC margination dependence on $H_t$, showing that a strong margination effect is achieved for an intermediate range of $H_t$ values. At low $H_t$, WBC margination is weak due to a low concentration of RBCs, while at high $H_t$, WBC margination is attenuated due to interactions of marginated WBCs with RBCs near a wall, which significantly limit the time WBCs spend near a wall. The apparent inconsistency with experiments\textsuperscript{17} and simulations,\textsuperscript{20} which suggests no dependence of WBC margination on $H_t$, has been reconciled due to the fact that the $H_t$ values used in these studies fall almost entirely into the region of a strong WBC margination predicted in ref. 21. Furthermore, RBC aggregation has been found to result in an enhanced WBC margination and adhesion in both experiments\textsuperscript{15,16,18} and simulations.\textsuperscript{19}

Even though the 2D simulations\textsuperscript{20,21} provide a qualitative picture of WBC margination, it is not clear whether WBC margination would display substantial changes in 3D. Another evident difference between 2D and 3D is that 2D simulations mimic blood flow in a slit geometry, while WBC margination in a tube geometry is of great interest, since it mimics an idealized blood vessel in microcirculation. To investigate WBC margination in idealized microvessels, we employ a particle-based mesoscopic simulation technique. WBC margination is investigated in 3D for a wide range of blood flow conditions including hematocrit, flow rate, and RBC aggregation, providing a quantitative description of WBC margination in microvessels. Our simulation results in 3D show a qualitatively similar dependence of WBC margination on $H_t$ as in 2D, predicting a strong margination effect within an intermediate range of $H_t$ values. Furthermore, WBC margination appears to be pronounced only for low enough flow rates characteristic of venular blood flow, consistent with existing experimental observations.\textsuperscript{16,17} In addition, we estimate the forces on a marginated WBC in the normal direction to the wall, which may aid in WBC adhesion.

2 Methods and models

To model blood flow we use a particle-based mesoscopic simulation technique called the smoothed dissipative particle dynamics (SDPD) method.\textsuperscript{22} Blood cells are represented by a network membrane model, since triangulated surfaces with curvature and stretching elasticity provide a very versatile approach to model the shapes and deformation of vesicles and cells in three dimensions.\textsuperscript{12,13,23–27} Cell membranes are coupled to a background fluid (i.e., blood plasma) through viscous friction. We briefly describe the employed cell model and the SDPD method.

2.1 Blood cell model

2.1.1 Membrane network model. In simulations, a cell membrane is represented by a collection of $N_i$ particles with coordinates $\{x_i\}_{i=1..N_i}$ interconnected by viscoelastic springs.\textsuperscript{27,28} The network of springs has a fixed connectivity and is characterized by the following energy

$$U(x_i) = U_e + U_h + U_{uv},$$ \hspace{1cm} (1)

where $U_e$ is the elastic spring energy, $U_h$ imposes membrane bending resistance, and $U_{uv}$ defines the area and volume conservation constraints. The spring’s contribution $U_h$ mimics membrane elasticity, which is, for instance, supplied by a spectrin network for a RBC membrane. In addition, each spring may contain a friction term in order to incorporate a non-zero membrane viscosity similar to that of a lipid bilayer. The term $U_{uv}$ implies bending resistance of a cell membrane, while the area and volume conservation constraints mimic area-incompressibility of the lipid bilayer and incompressibility of a cytosol, respectively.

The vertices on a cell membrane are connected by $N_s$ springs with the potential energy

$$U_i = \sum_{j \sim i} \left[ k_b T_l \frac{3(x_j^c - 2x_i^c)}{4p(1 - x_i^c)} + k_p \frac{\theta^c}{r^c} \right],$$ \hspace{1cm} (2)

where $l_j$ is the length of the spring $j$, $l_m$ is the maximum spring extension, $x_i^c = l_j/l_m$, $p$ is the persistence length, $k_b T_l$ is the energy unit, and $k_p$ is the spring constant. Note that each spring consists of the attractive wormlike chain potential and a repulsive potential such that a non-zero equilibrium spring length can be imposed. For the performance of different spring models for a RBC membrane, we refer to ref. 28.

The membrane viscosity can be modeled by a viscous force assigned to each spring. Thus, we introduce dissipative and random forces for each spring $F_d^i$ and $F_r^i$, respectively, similar to those in the theoretical framework of the fluid particle model.\textsuperscript{29} This force pair satisfies the fluctuation–dissipation balance in order to maintain a consistent membrane temperature and is given by

$$F_d^i = -\gamma^c v_j - \gamma^c (v_j \cdot e_j) e_j,$$ \hspace{1cm} (3)

$$F_r^i dt = \sqrt{2k_B T} \left( \sqrt{2\Gamma^c \tau} dW_j^c + \frac{3}{2} \gamma^c - \gamma^c \frac{\tau}{3} tr[dW] \right) e_j,$$ \hspace{1cm} (4)

where $\gamma^c$ and $\gamma^c$ are dissipative parameters and the superscripts $T$ and $C$ denote the “translational” and “central” components, $v_j$ is the relative velocity of spring ends, $tr[dW]$ is the trace of a random matrix of independent Wiener increments $dW$, and $dW^c = dW^c - tr[dW] 1/3$ is the traceless symmetric part. Note that the condition $3\gamma^c - \gamma^c = 0$ has to be satisfied.

The bending energy of the RBC membrane is defined as

$$U_h = \sum_{j \sim i} k_b \left[ 1 - \cos(\theta_j - \theta_0) \right],$$ \hspace{1cm} (5)

where $k_b$ is the bending constant, $\theta_j$ is the instantaneous angle between two adjacent triangles with the common edge $j$, and $\theta_0$ is the spontaneous angle. The area and volume conservation constraints are given by

$$U_{uv} = \sum_{j \sim i} \left[ k_d (A_j - A_i)^2 - k_s (x_j - x_i)^2 \right],$$ \hspace{1cm} (6)

where $N_i$ is the number of triangles in the network, $A_i$ is the triangle area, and $k_d$, $k_s$ and $k_c$ are the local area, global area and...
volume constraint coefficients, respectively. The terms \( A \) and \( V \)
are the total cell area and volume, respectively, and \( A_0 \) and \( V_0 \) are the
desired total area and volume, respectively. More details of the RBC model can be found in ref. 27 and 28.

### 2.1.2 Membrane elastic properties

A linear analysis of a regular hexagonal network\(^{27,28}\) leads to relations between the model parameters and the membrane’s macroscopic properties (e.g., shear, area-compression, and Young’s moduli). For example, the membrane shear modulus is given by

\[
\mu_0 = \frac{\sqrt{3} k_B T}{4 \mu_0 x_0} \left( \frac{x_0}{4(1 - x_0)} + \frac{1}{2} \right) + \frac{3 \sqrt{3} k_B}{4 \mu_0 x_0} \tag{7}
\]

where \( x_0 \) is the equilibrium spring length and \( x_0 = l_0/l_m = 2.2 \). Furthermore, the area-compression \( K \) and Young’s \( Y \) moduli can be computed as \( 2\mu_0 + k_0 + k_A \) and \( 4K\mu_0/(K + \mu_0) \), respectively. The model bending coefficient \( k_0 \) can be related to the macroscopic bending rigidity \( \kappa \) of the Helfrich curvature–elasticity model\(^{27,28}\) by \( \kappa = \frac{3k_B}{2} \). Finally, the membrane shear viscosity is equal to \( \eta_{sl} = \sqrt{3}(\gamma^2 + \gamma^2/4) \).

Cell macroscopic properties (\( \mu_0, K, Y, \kappa, \) and \( \eta_0 \)) are selected as input variables, while the mesoscopic model parameters are calculated from the above equations without any further adjustment. For instance, the spring parameters can be uniquely computed for a given \( \mu_0 \) using eqn (7) and the fact that the spring force vanishes at \( l_0 \). We also assume that \( x_0 = 2.2 \) is a constant (see ref. 28), since it affects only non-linear cell deformation. The membrane bending rigidity and viscosity relations are rather straightforward, while the area and volume constraint coefficients are set large enough to properly approximate the incompressibility of the membrane and inner cytosol. We also employ a “stress-free” membrane model\(^{27,28}\) obtained by computational annealing, which assumes that the equilibrium length \( l_{00} \) of each spring is equal to the edge length after internal triangulation for \( i = 1, \ldots, N \). The “stress-free” model provides a membrane network free of local stress anomalies.

### 2.1.3 Inter-cell aggregation interactions

The cell–cell aggregation interactions between RBCs\(^{23} \) are modeled phenomenologically using the Morse potential

\[
U_M(r) = D_M [e^{2(r-r_0)} - 2e^{(r-r_0)}],
\]

where \( r \) is the separation distance, \( r_0 \) is the zero-force distance, \( D_M \) is the well depth of the potential, and \( \beta \) characterizes the interaction range. The Morse potential interactions are implemented between every two vertices of separate RBCs if they are within a defined potential cutoff radius \( r_m \). The Morse interactions consist of a short-range repulsive force when \( r < r_m \) and of a long-range attractive force for \( r > r_m \). However, such repulsive interactions cannot prevent two RBCs from an overlap. To guarantee no overlap among cells we also employ specular reflections of cell vertices on membranes of other cells.

The model for the above aggregation interactions describes only RBC–RBC interactions and is aimed to reproduce normal (healthy) RBC aggregation properties. RBC aggregation may change in several hematologic diseases and disorders (e.g., sickle-cell anemia, Gaucher’s disease),\(^{23,28} \) which can be captured by proper tuning of the Morse potential strength. In some diseases (e.g., sickle-cell anemia) aggregation between RBCs and WBCs may also exist,\(^{23} \) where a similar modeling strategy can be employed. Finally, WBCs may adhere to vascular endothelium due to specific interactions between receptors on a WBC and ligands at a vessel wall.\(^{23} \) To model such interactions, the adhesive dynamics model of ref. 36 can be employed, which is based on the stochastic bond formation/dissociation strategy. Note that in this paper only the effect of RBC–RBC aggregation interactions is included.

### 2.2 Smoothed dissipative particle dynamics

SDPD\(^{23} \) is a particle-based mesoscale hydrodynamic simulation technique, which combines two frequently employed approaches: smoothed particle hydrodynamics\(^{23,28} \) and dissipative particle dynamics.\(^{18,43} \) The advantage of the SDPD approach is that the dynamic viscosity of a fluid and its equation of state can be input directly. Thus, the fluid compressibility can be well controlled. Nevertheless, the approximation for the simulated fluid viscosity is precise only if the cutoff radius and/or particle density are large enough. Therefore, it is always advisable to verify the value of the fluid viscosity independently in simulations.

The SDPD system consists of \( N \) point particles of mass \( m_p \), position \( r \), and velocity \( v \). SDPD particles interact through three pairwise forces: conservative (C), dissipative (D), and random (R), such that the force on particle \( i \) is given by

\[
F_i^C = \sum_j \left( \frac{\rho_i}{\rho_j} - \frac{\rho_j}{\rho_i} \right) w_{ij} r_{ij},
\]

\[
F_i^D = -\sum_j \gamma_{ij} (v_i - v_j) (v_i - v_j) \cdot e_{ij}.
\]

\[
F_i^R = \sum_j \sigma_{ij} \left( \frac{3}{4} r_{ij} \right)^1 \left( 1 - \frac{r_{ij}}{r_c} \right)^3 \cdot e_{ij},
\]

where \( e_{ij} = r_{ij}/|r_{ij}| \) and \( v_{ij} = v_i - v_j \), and \( r_{ij} \) and \( p_{ij} \) are particle pressures assumed to follow the equation of state \( p = p_0 (\rho/\rho_0)^n - b \) with \( p_0, \rho_0, \), and \( b \) being model parameters, see Table 1. The particle density is calculated locally and defined as \( \rho_i = \sum_j W(r_{ij}) \) with

\[
W(r) = \frac{105}{16\pi r_c^3} \left( 1 + \frac{3r_c}{r} \right) \left( 1 - \frac{r}{r_c} \right)^3 \text{ being the Lucy function,}
\]

where \( r_c \) is the cutoff radius. Note that \( W(r) \) is chosen such that \( \int W(r) dr = r \). The coefficients \( \gamma_{ij} \) and \( \sigma_{ij} \) define the strength of dissipative and random forces and are equal to \( \gamma_{ij} = \frac{5}{3} \rho_i / \rho_0 \) and \( \sigma_{ij} = 2\sqrt{k_B T} \gamma_{ij} \), respectively.

### Table 1

<table>
<thead>
<tr>
<th>( \rho_0 )</th>
<th>( \rho_0 )</th>
<th>( \alpha )</th>
<th>( b )</th>
<th>( r_c )</th>
<th>( \eta_0 )</th>
<th>( n )</th>
<th>( k_B T )</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>3.0</td>
<td>7</td>
<td>80</td>
<td>1.5</td>
<td>100.0</td>
<td>3</td>
<td>0.4</td>
<td>107.6</td>
</tr>
</tbody>
</table>
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notation $tr[dW_{ij}]$ corresponds to the trace of a random matrix of independent Wiener increments $dW_{ij}$, and $dW_{ij}$ is the traceless symmetric part.

The time evolution of velocities and positions of particles is determined by Newton’s second law of motion

$$dr = v dt,$$

$$dv = \frac{1}{m}(F^C + F^D + F^B) dt. \tag{10}$$

The above equations of motion are integrated using the velocity-Verlet algorithm.

2.3 Simulation setup and parameters

The solvent is represented by a collection of particles with the parameters outlined in Table 1. Note that the dynamic viscosity $\eta$ is slightly larger than the desired viscosity $\eta_0$, which has been computed from a Couette flow simulation. $\eta$ will converge to $\eta_0$ if we increase $\tau_c$ and/or $n$, which would also lead to a larger computational cost.

To define the cell shapes and the flow geometry, we introduce an effective RBC diameter $D_e = \sqrt{a_0/\pi}$, which is based on the RBC membrane area $A_0$ (the subscript ‘r’ corresponds to the red cell). Similarly, we define an effective WBC diameter $D_w = \sqrt{a_0/\pi}$ (the subscript ‘w’ corresponds to the white cell). The cell shapes (bicconcave for an RBC and spherical for a WBC) are imposed by a combination of the cell area $A_0$ and volume $V_0$, which can be described by a reduced volume for both cells as $V_0/(\pi D_e^3/6) = 0.642$ and $V_0/(\pi D_w^3/6) = 1.02$. Note that the imposed WBC volume is 2% larger than the volume of a corresponding sphere, which leads to weak membrane tension and reduces WBC deformability, similar to a realistic WBC. The other cell membrane properties and parameters are given in Table 2. The blood cells are suspended in a Newtonian fluid (plasma), which is represented by a collection of SDPD particles. The cells are coupled to the fluid by friction which includes only dissipative and random forces.$^{33-36}$

We simulate blood flow in a tube of diameter $D_t = 3.08D_e$, which is driven by a constant force applied to the solvent particles, equivalently to a constant pressure gradient. To characterize the flow, we define a dimensionless shear rate as

$$\dot{\gamma}^* = \frac{\eta D_e \dot{\gamma}}{\kappa_r} = \frac{\tau}{\tau}, \tag{12}$$

where $\dot{\gamma} = 4Q/(\pi D_t^3)$ is the average shear rate (or pseudo-shear rate), $Q$ is the volumetric flow rate, $\eta$ is the solvent viscosity, and $\tau = \eta D_e/\kappa_r$ is a characteristic cell relaxation time. For comparison in physical units, we assume cell diameters $D_e = 6.5 \mu m$ and $D_w = 10 \mu m$, which implies that $D_w \approx 1.54D_e$, tube diameter $D_t = 20 \mu m$, plasma viscosity $\eta = 1.2 \times 10^{-3}$ Pa s, temperature $T = 37 ^\circ C$, membrane Young’s modulus $Y_e = 18.9 \mu N m^{-1}$, and bending rigidity $\kappa_r = 70k_bT = 3 \times 10^{-13}$ J. Then, the characteristic RBC relaxation time is $\tau = 1.1 s$ and therefore, the pseudo-shear rate $\dot{\gamma}$ is roughly equivalent in magnitude to $\dot{\gamma}^*$ in inverse seconds.

RBC aggregation interactions, if used, were mediated by the Morse potential (eqn (8)). The Morse potential parameters were set to $D_e = 0.75k_bT$, $r_0 = 0.046D_e$, $\beta = 9.75D_e^{-1}$, and $\gamma^M = 0.17D_e$. For more details see ref. 32.

3 Results and discussion

In the presentation of WBC margination results, for convenience, we schematically divide flow rates and $H_t$ values in several groups. In the subsequent discussion, low flow rates are referred to as the rates of $\dot{\gamma}^* \leq 20$, intermediate flow rates are in the range of $20 \leq \dot{\gamma}^* \leq 90$, and high flow rates are for $\dot{\gamma}^* \geq 90$. Physiologically, the high shear rates correspond to the rates in the arteriole part of microcirculation, while low and intermediate shear rates are characteristic of venular blood flow.$^{34,45}$ Similarly, we define low hematocrits as $H_t \leq 0.2$, intermediate hematocrits as $0.2 \leq H_t \leq 0.4$, and high hematocrits as $H_t \geq 0.4$. Intermediate $H_t$ values are specifically relevant for microcirculatory blood flow, while low $H_t$ values may still be present in some parts of microcirculation.$^{44}$ High $H_t$ values are not likely to occur in healthy microvascular blood flow, but they are relevant within tumor microvasculature, since it is often subject to hemo-concentration due to plasma leakage.$^{46}$

3.1 Physical basis of WBC margination

Fig. 1 shows sample snapshots from simulations for two different flow conditions. In the case of $H_t = 0.3$ and an intermediate flow rate $\dot{\gamma}^* = 32$, as displayed in Fig. 1a, a WBC is clearly marginated (i.e. located next to the wall), while for $H_t = 0.2$ and a high flow rate $\dot{\gamma}^* = 115$, as shown in Fig. 1b, a WBC remains in the vessel center. To characterize the WBC position within the tube, we measure its center-of-mass distribution over time, which reflects the probability of a WBC to be at a certain position $r$ in the tube, as shown in Fig. 2. A peak near the position of $2r/D_t \approx 0.5$ (or $r \approx 5 \mu m$) indicates that the WBC is marginated with high probability. At low $H_t$, WBC margination is weak, since the volume fraction of RBCs is not high enough to effectively push the WBC close to the wall; however, at low flow rates ($\dot{\gamma}^* \approx 15$), a WBC might still get marginated, as shown in Fig. 2a. It is noteworthy that even at low $H_t$ a WBC is expelled

<table>
<thead>
<tr>
<th>Type</th>
<th>$N_r$</th>
<th>$\kappa$</th>
<th>$\gamma D_e^2$</th>
<th>$K D_e^2$</th>
<th>$k_s D_e^2$</th>
<th>$k_e D_e^2$</th>
<th>$\gamma^* D_e^2$</th>
<th>$Y_e D_e^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$k_s T$</td>
<td>$k_e T$</td>
<td>$k_s T$</td>
<td>$k_e T$</td>
<td>$k_s T$</td>
<td>$k_e T$</td>
</tr>
<tr>
<td>RBC</td>
<td>500</td>
<td>70</td>
<td>$1.8 \times 10^5$</td>
<td>$2.2 \times 10^6$</td>
<td>$4.2 \times 10^4$</td>
<td>$2.1 \times 10^6$</td>
<td>$1.4 \times 10^7$</td>
<td>66.44</td>
</tr>
<tr>
<td>WBC</td>
<td>1000</td>
<td>1300</td>
<td>$7.8 \times 10^6$</td>
<td>$2.6 \times 10^7$</td>
<td>$4.2 \times 10^5$</td>
<td>$2.1 \times 10^7$</td>
<td>$1.4 \times 10^8$</td>
<td>66.44</td>
</tr>
</tbody>
</table>
from the tube center by RBCs. As hematocrit is increased, we observe stronger margination as being most efficient within the range of \( H_t = 0.2-0.4 \). However, at even higher \( H_t = 0.5 \) WBC margination seems to be attenuated, in particular, for low flow rates (\( \gamma^* \approx 15 \)). The mechanism for the margination attenuation phenomena at high \( H_t \) has been previously discussed in 2D simulations.\(^{21}\) It arises due to interactions of a WBC with RBCs in flow. In ref. 21 it has been shown that for low enough \( H_t \) the region in front of a marginated WBC remains virtually free of RBCs, which could otherwise interfere with the WBC and lift it off the wall. However, at large enough \( H_t \) due to RBC crowding, a marginated WBC may often encounter RBCs in front, which helps to effectively displace it away from the wall, leading to a lower margination probability than for lower \( H_t \). The effect of hematocrit becomes weaker for higher flow rates (\( \gamma^* \approx 60 \)), as seen in Fig. 2b(b), and a WBC is found to be marginated for essentially all investigated \( H_t \) values, but again most significantly in the range \( H_t = 0.2-0.4 \).

To verify this mechanism in 3D, we plot in Fig. 3 the probability of RBCs to be around a marginated WBC for different \( H_t \) values, which is proportional to the local RBC volume fraction. The RBC distribution is calculated in a co-moving coordinate system of the WBC center-of-mass and with the condition that the WBC center is less than \( 0.5D_w \) (5 \( \mu \)m) away from the wall. This condition is equivalent to the WBC nearly touching the wall. An increase of \( H_t \) from 0.4 to 0.5 results in a substantial increase of RBC crowding in the region in front of a WBC, while for \( H_t \leq 0.4 \) this region remains virtually void of RBCs. To demonstrate the quantitative differences in RBC crowding, one-dimensional cuts along the \( y \)-axis at a \( x \) position of 8 \( \mu \)m away from the WBC center are displayed in Fig. 4. At \( H_t = 0.5 \) a strong increase of the RBC presence in the region in front of a marginated WBC is clearly observed. This margination-attenuation mechanism at high \( H_t \) does not contradict the main hypothesis that WBC margination arises from a competition of lift forces on RBCs and WBCs and their interactions in flow, which would imply that margination should become even stronger at high \( H_t \). We hypothesize that even at high hematocrit WBCs are constantly marginated due to the differences in lift forces and RBC–WBC interactions; however, WBCs are almost immediately sent back to the vessel center due to local interactions with RBCs near the wall. As a result, the time a WBC is marginated at high \( H_t \) can be short, which is reflected in the center-of-mass probability distribution. Finally, RBC aggregation interactions can improve WBC margination at higher \( H_t \) values, since the core of the flow consisting mainly of RBCs remains more compact due to inter-cell attractive interactions, which is consistent with findings in ref. 21. However, such an effect can only occur at low flow rates, because RBC aggregate structures are fragile and break up at high enough flow rates.

![Fig. 1](image1.png) Simulation snapshots of RBCs (red) and a WBC (white). The flow is from the left to the right. (a) \( H_t = 0.3 \) and \( \gamma^* = 32 \); (b) \( H_t = 0.2 \) and \( \gamma^* = 115 \). See also movies in the ESI.†

![Fig. 2](image2.png) WBC center-of-mass distribution with respect to the vessel position \( r \) normalized by \( D_t \) for various \( H_t \) values. (a) \( \gamma^* = 15 \); (b) \( \gamma^* = 60 \). The center of the vessel is at \( 2r/D_t = 0 \), while the wall is at \( 2r/D_t = 1 \).
3.2 WBC margination diagrams

To present our simulation data for a wide range of \( H_t \) values and flow rates, we construct WBC margination diagrams, which are based on a margination probability. The margination probability is defined as the probability of a WBC center-of-mass to be within a certain distance away from the wall, i.e., for \( r_w < d \), where \( r_w \) is the distance of the WBC center-of-mass from the wall and \( d \) is a selected value. In principle, the margination probability is an integral of the WBC center-of-mass probability distribution from \( 0.5D_t - d \) to 0.5\( D_t \). Fig. 5 shows two margination diagrams for \( d = 5 \mu m \) (i.e. the WBC membrane is nearly touching the vessel wall) and \( d = 5.5 \mu m \) (i.e. a distance of 0.5 \( \mu m \) between the WBC membrane and wall) without RBC aggregation interactions. Both diagrams show that WBC margination occurs in a certain range of \( H_t \) and \( \gamma^* \) values. In terms of hematocrit, the margination is mainly observed for \( H_t \in (0.2, 0.4) \), which is consistent with hematocrit values in our microcirculatory system, where \( H_t \) magnitudes are lower than the systemic hematocrit of \( H_t = 0.4 - 0.45 \). As we mentioned before, margination at low \( H_t \) does not occur due to a low volume fraction of RBCs, since they are responsible for WBC margination, while at high \( H_t \) the margination effect also vanishes due to WBC–RBC interactions discussed above. With respect to the flow rate, we found WBC margination to occur mainly for \( \gamma^* \leq 130 \). This range of \( \gamma^* \) covers mainly the flow rates encountered in the venular part of microcirculation, which is consistent with experimental observations that WBC margination and adhesion primarily occurs in venules and not arterioles. As an estimation, the flow rates in the venular part of microcirculation correspond to the range of \( \gamma^* \leq 90 \), while in arteriolar part the flow rates are higher with \( \gamma^* \geq 120 \). As we mentioned before, a stronger effect of RBC aggregation on WBC margination, we have also performed a set of simulations, where RBC aggregation has been explicitly included following the RBC aggregation model of ref. 32, which has been shown to reproduce the viscosity and shear-thinning behavior of whole blood very well. Fig. 6 presents the corresponding WBC margination diagrams for simulations where RBC aggregation interactions are included. The main effect of RBC aggregation is that the WBC margination region expands along the \( H_t \) axis such that RBC aggregation enhances WBC margination at high \( H_t \) values as well as at low hematocrit. As expected, a stronger effect of RBC aggregation is found at low \( \gamma^* \) leading to WBC margination even at very low flow rates. Thus, RBC aggregation presents an additional force that expels WBCs from the RBC core due to attractive interactions between RBCs. At high enough flow rates, RBC aggregation does not play a significant role, and therefore there is no substantial change in the margination diagram at high \( \gamma^* \). The RBC aggregation effect on WBC margination is qualitatively similar to that observed in simulations of 2D model systems. The comparison of Fig. 5 and 6 indicates that WBC margination could still be possible in the limit of \( \gamma^* \rightarrow 0 \) for the case of RBC aggregation.

3.3 Deformation of a marginated WBC

A marginated WBC is subject to flow-induced deformation, since it experiences high shear stresses due to near wall fluid flow and RBCs. To quantify deformation of a marginated WBC we compute the ratios \( D_{w/m} / D_w \) and \( D_{w/o} / D_w \) (shown in Fig. 7), which describe WBC deformation along the tube axis \( x \) and along the radial direction, respectively. Note that we use the notation \( D_w \) here, which is the WBC diameter calculated in equilibrium; it may slightly differ from \( D_w \) since the imposed WBC volume is 2% larger than the volume of a sphere with the
The WBC deformation does not seem to be very significant and lies within approximately 5%. Deformation of adhered WBCs in flow has been measured both experimentally and in simulations; these studies indicate a WBC deformation up to about 20–30% along the flow for comparable flow rates. The deformation of a WBC in shear flow is expected to be significantly lower than that of an adhered WBC due to cell spreading on the wall in the latter case. Thus, our modeled WBC approximates a nearly non-deformable sphere in flow, which is similar to observed shapes of flowing WBCs in experiments. The mechanical properties of WBCs have been measured in a number of experiments, which estimate cell stiffness and its cortical tension. A direct comparison of WBC mechanical properties is currently difficult, since our WBC model does not consider an inner cytoskeleton; however, the membrane tension of the modeled WBC has the right order of magnitude. The effect of WBC deformation on margination properties has been investigated for 2D model systems showing that a more deformable WBC exhibits a reduction in its margination at high flow rates, since the WBC shape may significantly depart from a sphere. In 3D, a similar trend is expected.

3.4 Force on a marginated WBC

WBC deformation in the radial direction appears to be stronger than that along the flow, see Fig. 7, which points to the existence of...
of a compressive force normal to the wall. Similar conclusion can be drawn from the fluid flow, since blood plasma and RBCs have to go past a marginated WBC. We have measured the maximum force on a marginated WBC normal to the wall, defined as a cumulative force due to interactions with the blood plasma and RBCs, which is shown in Fig. 8. The positive force values indicate that a WBC is pushed towards the wall along the radial direction. The normal force on a marginated WBC is also expected to aid efficient WBC adhesion to the wall, which is important for proper WBC functioning.

2.3 Arecent simulation study has attempted to estimate the maximum pressure normal to the wall on a fixed spherical-like obstacle in blood flow, which mimics an adhered WBC. The reported values for the normal pressure are up to approximately 30 Pa. If we convert our maximum force of about 130 pN to a normal pressure by dividing the force by the area $\pi D_w^2/4$ we obtain the value of about 2 Pa. This pressure is much smaller than that predicted in ref. 50, which is expected to be due to the fixed obstacle position and a much stronger WBC confinement $D_w/D_t = 0.75$ used in ref. 50 in comparison to our simulations with $D_w/D_t = 0.5$.

3.5 Effect of WBC margination on the flow resistance

We have also examined the effect of a marginated WBC on the blood flow resistance in a microvessel. To characterize the flow resistance, we define an apparent viscosity (or average blood flow viscosity), which is calculated by fitting the Poiseuille law to the measured flow rate. In order to quantify the effect of a WBC on the flow resistance, we present in Fig. 9 the relative flow resistance defined as the ratio of the computed apparent viscosity of blood with a WBC to the apparent viscosity without a WBC. At high flow rates ($\dot{\gamma} = 120$), the relative flow resistance is smaller than that for low flow rates. This is consistent with the observation in Fig. 5 that the WBC is poorly marginated at high flow rates and therefore, the resistance values mainly reflect the effect of an increased total volume fraction of cells due to the presence of a WBC. At intermediate and low flow rates, the presence of a WBC results in an increase of flow resistance by 10–30%. The relative resistance is clearly correlated with WBC margination such that WBC margination leads to a larger flow resistance. At low $H_t$, a WBC is not strongly marginated, and therefore the flow resistance is not significantly affected. At intermediate $H_t$ values, where a WBC gets strongly marginated, the flow resistance reaches its maximum, while at high $H_t$ the resistance due to a WBC slightly decreases, since WBC margination becomes less pronounced. The effect of RBC aggregation on the flow resistance due to a WBC is pronounced mainly at low flow rates, which is consistent with the RBC aggregation effect on WBC margination. Also, we expect that an increase in the flow resistance due to a marginated WBC will be smaller than 10–30% in larger vessels in comparison with the studied tube diameter of $D_t = 20 \mu m$. 

Fig. 7 Deformation of a marginated WBC (a) along the tube axis – $D_{nw}/D_w$ and (b) along the radial direction – $D_{rw}/D_w$. $D_w$ denotes the WBC diameter in the absence of flow.

Fig. 8 Maximum force on a marginated WBC normal to the wall (radial direction). Positive force values indicate that a WBC is pushed toward the wall.
3.6 Translational and rotational velocities of a marginated WBC

The WBC translational velocity can be used as an indicator for WBC margination, since the velocity of a marginated WBC is significantly lower than that in the vessel center, as has been pointed out in ref. 21. 3D simulation results for the translational velocity of a WBC for different flow rates and \( H_t \) values are shown in Fig. 10. A drop in WBC velocity is clearly observed when a WBC is marginated for the intermediate values of \( H_t = 0.2-0.4 \). Also, we notice that there is no significant dependence of the normalized translational velocity on the flow rate, so that this criterion can be universally applied for WBC margination detection. The opposite trend is found for the WBC angular velocity \( \omega \) in blood flow, which is shown in Fig. 11. Here, \( \omega \) increases with increasing \( H_t \) in the range \( H_t = 0.2-0.4 \), indicating that the rotational velocity of a marginated WBC is larger than that in the vessel center. Such an effect is expected due to larger shear rates near the wall than in the tube center. WBC rotational velocity is likely to be difficult to measure in experiments, so that this property cannot be employed easily for WBC margination detection. Finally, the rescaled angular velocity \( \omega Dw/(2\bar{u}) \) shows only a very weak dependence on \( \dot{\gamma}^* \), which indicates that the scale factor \( 2\bar{u}/D_w \) captures the essential dependence of the angular velocity on the flow rate.

4 Summary and conclusions

In blood flow, RBCs migrate toward the vessel center, while WBCs migrate or marginate to the walls. WBC margination is governed by flow-induced hydrodynamic cell-wall interactions (i.e., lift forces) and interactions among blood cells. We employed 3D mesoscopic simulations of blood flow to predict WBC margination for a wide range of \( H_t \) values and flow rates. WBC margination occurs mainly within a region of intermediate hematocrits, \( H_t = 0.2-0.4 \), and for relatively low flow rates, \( \dot{\gamma}^* \leq 130 \). This range of flow rates is characteristic of the venular part of microcirculation. RBC aggregation slightly enhances WBC margination, especially at high \( H_t \) values. The deformation of marginated WBCs appears to be rather small, remaining within a few percent of the undisturbed shape. The force on marginated WBCs is directed in the normal direction toward the wall, can reach a value of several hundred pico-newtons, and might aid in better WBC adhesion to the wall. Marginated WBCs also contribute to an increase in flow resistance with up to approximately 30% for vessel diameters of 20 \( \mu \)m. The effect of WBC margination on the flow resistance is expected to subside as the tube diameter is increased to values several times larger than the WBC diameter. Finally, we also presented translational and rotational WBC velocities, which might be used for the detection of WBC margination in experiments.

The WBC margination results can be also used to predict margination of other micro-particles and cells in blood flow, if...
their size and mechanical properties are similar to those of WBCs. For instance, many circulating tumor cells have a similar size and are also rather stiff.3,4,5 Thus, the margination of many tumor cells is also expected primarily in the venular part of microcirculation, which would imply that the tissue invasion by tumor cells present in blood largely occurs from venules. The WBC margination results can be also employed in microfluidic devices for the separation of WBCs or circulating tumor cells from whole blood. In the future, we also plan to include adhesion of WBCs explicitly in order to study their adhesive interactions with vessel walls in blood flow.

Acknowledgements

A CPU time grant by the Jülich Supercomputing center is gratefully acknowledged. Dmitry A. Fedosov also acknowledges funding by the Alexander von Humboldt Foundation. We also thank the DFG Research Unit FOR 1543 “SHEN - Shear Flow Regulation in Hemostasis” for support.

References

P8: Computational biorheology of human blood flow in health and disease

D. A. Fedosov, M. Dao, G. E. Karniadakis, and S. Suresh

Computational Biorheology of Human Blood Flow in Health and Disease

DMITRY A. FEDOSOV,1 MING DAO,2 GEORGE EM KARNIADAKIS,3 and SUBRA SURESH4

1Institute of Complex Systems and Institute for Advanced Simulation, Forschungszentrum Jülich, 52425 Jülich, Germany; 2Department of Materials Science and Engineering, Massachusetts Institute of Technology, Cambridge, MA 02139, USA; 3Division of Applied Mathematics, Brown University, Providence, RI 02912, USA; and 4Department of Materials Science and Engineering and Department of Biomedical Engineering, Carnegie Mellon University, Pittsburgh, PA 15213, USA

(Received 12 July 2013; accepted 2 October 2013; published online 12 October 2013)

Associate Editor Gang Bao oversaw the review of this article.

Abstract—Hematologic disorders arising from infectious diseases, hereditary factors and environmental influences can lead to, and can be influenced by, significant changes in the shape, mechanical and physical properties of red blood cells (RBCs), and the biorheology of blood flow. Hence, modeling of hematologic disorders should take into account the multiphase nature of blood flow, especially in arterioles and capillaries. We present here an overview of a general computational framework based on dissipative particle dynamics (DPD) which has broad applicability in cell biophysics with implications for diagnostics, therapeutics and drug efficacy assessments for a wide variety of human diseases. This computational approach, validated by independent experimental results, is capable of modeling the biorheology of whole blood and its individual components during blood flow so as to investigate cell mechanistic processes in health and disease. DPD is a Lagrangian method that can be derived from systematic coarse-graining of molecular dynamics but can scale efficiently up to arterioles and capillaries. We start from experimental measurements of a single RBC to extract the relevant biophysical parameters, using single-cell measurements involving such methods as optical tweezers, atomic force microscopy and micropipette aspiration, and cell-population experiments involving microfluidic devices. We then use these validated RBC models to predict the biorheological behavior of whole blood in healthy or pathological states, and compare the simulations with experimental results involving apparent viscosity and other relevant parameters. While the approach discussed here is sufficiently general to address a broad spectrum of hematologic disorders including certain types of cancer, this paper specifically deals with results obtained using this computational framework for blood flow in malaria and sickle cell anemia.

Keywords—Hematologic disorders, Dissipative particle dynamics, Coarse-graining, Malaria, Sickle cell anemia.

INTRODUCTION

Parasitic infections or genetic factors can drastically change the viscoelastic properties and the biconcave (discocyte) shape of red blood cells (RBCs).36 For example, the parasite Plasmodium falciparum that invades the RBCs (Pf-RBCs) of most malaria patients markedly affects the RBC membrane properties resulting in up to a ten-fold increase of its shear modulus and a spherical shape in the later stages of the intra-cell parasite development.36 Sickle cell anemia is another blood disorder caused by the polymerization of the hemoglobin inside the RBCs, which, in turn, leads to dramatic changes in their shape and deformability. These changes combined with the increased internal viscosity affects the flow of sickled RBCs through the post-capillary venules leading to flow occlusion.36,77 Other hereditary diseases with similar effects are spherocytosis and elliptocytosis.14 In the former, RBCs become spherical with reduced diameter and carry much more hemoglobin than their healthy counterparts. In the latter, RBCs are elliptical or oval in shape and exhibit reduced deformability.

These hematologic disorders, despite their differing origins as infectious diseases arising from external vectors or as hereditary abnormalities ascribed to genetic defects, also reveal some common characteristics in terms of the remodeling of cytoskeleton. Such molecular remodeling of the spectrin cytoskeleton induces a change in the structure and viscoelastic properties of individual RBCs. Therefore, studying the rheological properties of blood and its components such as the RBC can aid greatly in the understanding of many major diseases. To this end, new advanced experimental tools are very valuable in obtaining the biophysical properties of single RBCs in health and disease, which are required in formulating multiscale
methods for modeling blood flow \textit{in vitro} and \textit{in vivo}. Specifically, advances in experimental techniques now allow measurements down to the nanometer scale, and include micropipette aspiration, RBC deformation by optical tweezers, optical magnetic twisting cytometry, three-dimensional measurement of membrane thermal fluctuations, and observations of RBCs immersed in both shear and in pressure-driven flows. Micropipette aspiration and optical tweezers techniques tend to deform the entire RBC membrane directly, while optical magnetic twisting cytometry and measurements of membrane thermal fluctuations probe the membrane response locally.

Several numerical models have been developed recently including a continuum description and a discrete approximation on the spectrin molecular level as well as on the mesoscopic scale. Some of the models suffer from the assumption of a purely elastic membrane, and are able to capture only the RBC mechanical response, but cannot quantitatively represent realistic RBC rheology and dynamics. Fully continuum (fluid and solid) models often suffer from non-trivial coupling between nonlinear solid deformations and fluid flow with consequential computational expense. Semi-continuum models of deformable particles, which use immersed boundary or front-tracking techniques, can be quite efficient. In these models, a membrane is represented by a set of points which are tracked in Lagrangian description and are coupled to an Eulerian discretization of fluid domain. However, these models employ the same external and internal fluids and do not take into account the existing viscosity contrast between them. In addition, continuum models omit some mesoscopic and microscopic scale phenomena such as membrane thermal fluctuations, which affect RBC rheology and dynamics. On the microscopic scale, detailed spectrin molecular models of RBCs are limited by the demanding computational expense. Therefore, we will focus here on an accurate mesoscopic modeling of RBCs.

There exist a few mesoscopic methods for modeling deformable particles such as RBCs. Dzwiel \textit{et al.} model RBCs as a volume of elastic material having an inner skeleton. This model does not take into account the main structural features of the RBC, namely a membrane filled with a fluid, and therefore it cannot accurately capture the dynamics of RBCs, such as the observed tumbling and tank-treading behavior in shear flow. Three other methods employ a conceptually similar approach to the method we will present here, where the RBC is represented by a network of nonlinear viscoelastic springs in combination with bending rigidity and constraints for surface-area and volume conservation. Dupin \textit{et al.} coupled the discrete RBC to a fluid described by the Lattice Boltzmann method obtaining promising results. However, this model does not consider external and internal fluids separation, membrane viscosity, and thermal fluctuations. Noguchi and Gompper employed Multiparticle Collision Dynamics and presented encouraging results on vesicles and RBCs; however, they do not use realistic RBC properties and probe only very limited aspects of RBC dynamics. Pivkin and Karniadakis used dissipative particle dynamics (DPD) for a multiscale RBC model which will be the basis of the general multiscale RBC (MS-RBC) model we will present here, following the earlier versions developed in Fedosov \textit{et al.} The MS-RBC model described here is able to successfully capture RBC mechanics, rheology, and dynamics. Potential membrane hardening or softening as well as the effects of metabolic activity can also be incorporated into the model leading to predictive capabilities of the progression of diseases such as malaria. Theoretical analysis of the hexagonal network yields its mechanical properties, and eliminates the need for ad hoc adjustments of the model parameters. Such models can be used to represent seamlessly the RBC membrane, cytoskeleton, cytosol, the surrounding plasma and even the parasite.

This paper is organized as follows: In “Materials and Methods” section, we review the basic DPD theory and the MS-RBC models. In “Healthy Blood Flow” section, we present rheology results of healthy blood flow in capillaries and arterioles, and comparisons with available experimental observations. In “Diseased Blood Flow” section, we review recent results on modeling blood flow in malaria and in sickle cell anemia. We conclude in “Discussion” section with a brief summary and a discussion on the potential of multiscale modeling in predicting the onset and progression of other hematologic disorders.

\section*{Materials and Methods}

\subsection*{Fluid Flow Modeling}

Fluid flow modeling is referred here to the modeling of the Newtonian solvent flow, which mimics blood plasma. In particle-based methods a fluid is represented by a collection of interacting particles, which recovers hydrodynamics on the length scales several times larger than the particle size. Examples include molecular dynamics, DPD, multi-particle collision dynamics, and smoothed particle hydrodynamics (SPH). The DPD system consists of N point particles, which interact through three pairwise
forces—conservative (C), dissipative (D), and random (R)—such that the force on particle \( i \) is given by

\[
F_i = \sum_j F_{ij} = \sum_j \left( F_{ij}^C + F_{ij}^D + F_{ij}^R \right),
\]

where the sum runs over all neighboring particles \( j \) within a certain cutoff radius. The conservative force mainly controls fluid compressibility, while the dissipative force governs fluid viscosity. In addition, the pair of dissipative and random forces forms a thermostat such that an equilibrium temperature can be imposed.

Recently, the smoothed dissipative particle dynamics (SDPD) method has been proposed, which has several advantages over the conventional DPD. The SDPD method is derived from SPH in combination with a thermostat similar to that used in DPD. In comparison to DPD, the SDPD method allows one to directly input fluid transport coefficients (e.g., viscosity) and to select an arbitrary equation of state, and therefore to have full control over fluid compressibility. Other methods for fluid flow modeling include continuum approaches such as the Navier–Stokes equation or its modifications. In addition, the other two methods which are quite popular for fluid flow modeling are the lattice Boltzmann method (LBM) method and Brownian dynamics.

### Modeling Blood Cells

Blood cells are modeled by a flexible membrane with constant area and volume. As an example, the RBC membrane is represented by a network of springs, which corresponds to a triangulation on the membrane surface. The free energy for each cell is given by

\[
V_{\text{cell}} = V_s + V_b + V_{a+v},
\]

where \( V_s \) is the spring’s potential energy, \( V_b \) is the bending energy, and \( V_{a+v} \) corresponds to the area and volume conservation constraints. The \( V_s \) contribution supplies proper cell membrane elasticity. A “dashpot” is attached to each spring, and therefore, the spring forces are a combination of conservative elastic forces and dissipative forces, which provide membrane viscous response similar to a membrane viscosity. The bending energy mimics the bending resistance of the cell membrane, while the area and volume conservation constraints mimic area-incompressibility of the lipid bilayer and incompressibility of a cytosol, respectively. More details on the cell model can be found in Fedosov et al.

Linear analysis for a regular hexagonal network allows us to relate the model parameters uniquely with the network macroscopic properties, see Fedosov et al. for details. Thus, in practice, the given macroscopic cell properties serve as an input to be used to calculate the necessary mesoscopic model parameters without any manual adjustment. We also employ a “stress-free” model, which eliminates existing artifacts of irregular triangulation. It is obtained by computational annealing such that each spring assumes its own equilibrium spring length adjusted to be the edge length after triangulation. Both internal and external fluids are simulated by a collection of free DPD particles and are separated by the cell membrane through bounce-back reflections at the membrane surface. Moreover, a dissipative force between fluid particles and membrane vertices is set properly to account for the no-slip boundary conditions at the membrane surface. More details on boundary conditions can be found in Fedosov et al.

The other class of methods for cell membrane modeling corresponds to a continuum representation. Thus, cells are modeled using some type of a constitutive equation from solid mechanics. Examples here include boundary-integral formulation and finite element discretization. More details on RBC and blood flow modeling can be found in recent reviews.

### HEALTHY BLOOD FLOW

Blood flow in microcirculation affects a number of vital processes in the human body including oxygen delivery to tissues, removal of waste products, immune response, haemostasis, etc. Detailed experimental measurements of blood flow in vivo down to a cell level are very difficult and often not feasible. This has motivated a large worldwide scientific effort to derive reliable numerical models of blood flow in order to study blood hydrodynamics in vessel networks, its rheology, and the effect on various blood-affected processes. Here, we will mainly focus on mesoscopic modeling of blood flow down to the single blood cell level; see also a recent review. We also present typical average plasma and RBC properties in Table 1.

### Blood Flow in Tubes

Blood flow in tubes or rectangular channels is a relatively simple problem which mimics the main characteristics of blood flow in an in vivo vessel. It allows the quantification of blood flow resistance for various conditions by estimating such factors as the hematocrit, flow rate, and RBC aggregation. This model also permits quantitative simulation of such processes as the migration, deformation, and dynamics
of single cells within the flow. As an example, Fig. 1 shows a snapshot of flow of blood in a tube with diameter \( D = 20 \mu m \).

Fahraeus Effect

Fahraeus performed in vitro experiments on blood flowing through glass tubes and found an elevated value of discharge hematocrit \( H_d \), defined as the RBC volume fraction exiting a tube per unit time, in comparison with the RBC concentration within a tube called tube hematocrit \( H_t \). This finding, which is called the Fahraeus effect, is a consequence of the cross-stream migration of RBCs in tube flow. RBCs in blood flow migrate away from the vessel walls towards the centerline due to hydrodynamic interactions with the walls and their deformability, such interactions are also referred to as lift force. Crowding of RBCs around the tube center results in their faster motion along the tube with respect to the average blood flow velocity, thus leading to an increased \( H_d \) value measured experimentally.

The Fahraeus effect is one of the standard tests for any blood flow model, and has been modeled in simulations of blood flow in rectangular channels and in tubes. In contrast to experiments, where \( H_d \) is the main controlled parameter and \( H_t \) has to be measured, in simulations \( H_t \) is an input and corresponds to the volume fraction of RBCs placed within the channel, while \( H_d \) is computed. In order to compute the ratio \( H_t/H_d \) in simulations a simple mass balance can be employed in flow, which yields

\[
\frac{H_t}{H_d} = \frac{\bar{v}}{v_{RBC}},
\]

where \( \bar{v} \) is the average flow velocity and \( v_{RBC} \) is the average velocity of red cells. Figure 2a shows the ratio \( H_t/H_d \) for two hematocrits and various tube diameters \( D \). The simulation results are compared with the empirical fits to experimental data on blood flow in glass tubes. A strong effect of RBC migration to the tube center on the discharge hematocrit is observed for tubes with diameters of up to about 200 \( \mu m \). For larger tube diameters, the layer next to the wall void of RBCs, called the cell-free layer (CFL), becomes rather small in comparison with \( D \), and therefore the Fahraeus effect is negligible.

Fahraeus–Lindqvist Effect

Another phenomenon directly related to RBC migration towards a vessel centerline and the formation of a CFL next to the wall is the Fahraeus–Lindqvist effect, describing a decrease in blood flow resistance with decreasing tube diameter. The flow resistance is affected by the CFL, which serves as an effective lubrication layer for relatively viscous flow at the core consisting primarily of RBCs. For large tube diameters the CFL thickness becomes more significant with respect to \( D \) leading to an effective decrease in flow resistance. The blood flow resistance in glass tubes is quantified by an effective viscosity, termed the apparent blood viscosity, using the Poiseuille law in tubes

\[
\eta_{app} = \frac{\pi \Delta P D^4}{128 Q L},
\]

where \( \Delta P/L \) is the pressure drop along the tube length \( L \) and \( Q \) is the volumetric flow rate. For convenience, experimental results are presented in terms of the relative apparent viscosity defined as

\[
\eta_{rel} = \frac{\eta_{app}}{\eta_0},
\]

where \( \eta_0 \) is the blood plasma viscosity. Thus, \( \eta_{rel} \) characterizes the effective viscosity of blood with respect to that of plasma.

Similar to the Fahraeus effect, the Fahraeus–Lindqvist effect also serves as a standard validation test for any blood flow model. Figure 2b shows the relative apparent viscosity for different \( H_t \) values and tube diameters, where the solid curves are the fits to experimental measurements; the symbols correspond
to simulation results. The minimum value of $\eta_{\text{rel}}$ is found for the tube diameter of $D_m = 7–8 \mu m$. In tubes with diameters smaller than $D_m$, RBCs have to strongly deform and squeeze through the tubes attaining bullet-like shapes, which leads to a steep increase in the relative apparent viscosity. On the other hand, when $D > D_m$, the thickness of the CFL in comparison with the tube diameter becomes smaller, leading to an effective viscosity increase.

The Fahraeus–Lindqvist effect has been quantitatively captured in 3D blood flow models in cylindrical vessels as well as in rectangular channels. Furthermore, this effect has also been quantitatively predicted by 2D blood flow models and by the simplified blood models, which do not properly capture RBC membrane deformability. This clearly indicates that the deformability and dynamics of individual cells do not significantly affect the flow resistance. Thus, it appears computationally advantageous to divide blood flowing in tubes into two regions: (i) a relatively viscous flow core consisting mainly of cells, and (ii) the CFL region devoid of RBCs. This assumption leads to the so-called two-phase model for blood flow in tubes or vessels, where the flow is divided into core and near-wall regions having different viscosities. Although such models describe well the flow resistance in straight tubes, they might not provide realistic simulations in complex geometries (e.g., vessel networks) due to spatial variability of the CFL and non-trivial partitioning of RBCs within the network.

Finally, the blood flow resistance depends on flow rate and aggregation interactions between RBCs. Experimental data compiled in Pries et al. and simulations of blood flow in small tubes suggest that the dependence of flow resistance on flow rate disappears at sufficiently high flow rates exceeding the pseudo-shear rate $\dot{\gamma} = \dot{v}/D$ of approximately 50 s$^{-1}$. In fact, fits to experimental data presented in Fig. 2 are based solely on experimental studies, where the pseudo-shear rates are higher than 50 s$^{-1}$. As the flow rate is decreased such that $\dot{\gamma} < 50$ s$^{-1}$, the blood flow resistance increases for RBC suspensions without aggregation interactions between cells. RBC aggregation in whole blood occurs in equilibrium or at sufficiently low shear rates. Viscometric measurements of whole blood viscosity have shown a steep viscosity increase for shear rates below 10 s$^{-1}$ due to RBC aggregation in comparison with analogous non-aggregating RBC suspension. Thus, the flow resistance of blood in tubes is not affected by RBC aggregation for sufficiently high flow rates, and this has been confirmed experimentally and in simulations. At sufficiently low flow rates, experimental studies report a decrease in the relative apparent viscosity due to RBC aggregation, but this has not been yet explored in simulations.

**Cell-Free Layer**

The CFL is a layer of blood plasma near the wall that is devoid of RBCs due to their migration to the vessel center. The viscosity in the CFL region is equal to that of blood plasma, while the viscosity in the tube-core region populated with RBCs is several times larger. Hence, the formation of CFL leads to a better efficiency for the RBC core to flow resulting in the aforementioned Fahraeus and Fahraeus-Lindqvist effects. The thickness of CFL $\delta$ may serve as an alternative indicator for blood flow resistance. In experiments, the outer edge of the RBC core has been tracked to calculate its average position and deduce the CFL thickness. A similar approach has also been employed in

![FIGURE 2. (a) Ratio of tube ($H_t$) to the discharge ($H_d$) hematocrit, and (b) Relative apparent viscosity ($\eta_{\text{rel}}$), for different $H_t$ values and tube diameters $D$. The symbols correspond to the DPD simulations in Lei et al., while the curves are the fits to experimental data.](image-url)
exit the RBC core region and enter the CFL moving distribution (see Fig. 4a), which drops quickly as we approach CFL in simulations is to analyze the local hematocrit and spatial resolution of the recorded data. Measurements to vessel bifurcations, vessel elasticity, diameter and length, close proximity of the site of CFL to the glycocalyx layer at vessel walls, variations in vessel thicknesses measured experimentally and in simulations is shown in Fig. 3. The simulations predict an increase in δ with tube diameter. However, the ratio of δ/D in fact decreases, which is consistent with the Fahraeus and Fahraeus–Lindqvist effects. The simulated CFLs show only partial agreement with the corresponding experimental data in Fig. 3. The agreement is good when compared with in vitro experiments on blood flow in glass tubes, while for the in vivo experimental data noticeable discrepancies exist especially at low Ht values. The variability in CFL thicknesses also exists across various CFL experimental measurements, so the agreement of the simulation results with in vivo data is expected to be qualitative. Several factors may contribute to the variability of in vivo measurements of CFL and the discrepancies with simulations including the glyocalyx layer at vessel walls, variations in vessel diameter and length, close proximity of the site of CFL measurements to vessel bifurcations, vessel elasticity, and spatial resolution of the recorded data.

An alternative means to compute the thickness of CFL in simulations is to analyze the local hematocrit distribution (see Fig. 4a), which drops quickly as we exit the RBC core region and enter the CFL moving along the tube radial direction. The simulation of non-aggregating RBC suspension in tube flow showed that δ increases as the pseudo-shear rate is increased from 0 to approximately 50 s⁻¹. This result indicates that the flow resistance is decreasing in agreement with the experimental measurements in Reinke et al. For flow rates above 50 s⁻¹, the CFL thickness remains nearly constant, which supports the argument that the flow resistance becomes independent of the flow rate as discussed in “Fahraeus–Lindqvist Effect” section. In contrast to a constant δ for high flow rates, in vivo experiments and 3D simulations have shown a mild decrease in the CFL thickness with increasing flow rate. Finally, the effect of RBC aggregation, which is important only at low shear rates, leads to an increase in the CFL thickness as the flow rate is reduced due to the possibility to form a more compact RBC core of the flow. Consequently, RBC aggregation results in a lower flow resistance as the flow rate is decreased. Note that RBC aggregability reverses the trend of the flow resistance for low flow rates in comparison with a non-aggregating suspension; the RBC aggregation effect has not been yet investigated by simulations.

**RBC Distribution and Deformation in Flow**

Migration of RBCs in blood flow leads to a variation in local RBC density and hematocrit. Departures from normal blood flow characteristics are potential indicators of disease pathology. For tube flow, the local hematocrit H(r) is defined as the volume fraction of RBCs within an annular region with the radius r and thickness Δr. Figure 4a presents the local hematocrit distributions for various Ht values and tube diameters. For small tube diameters, H(r) in the tube center is significantly larger than Ht, in agreement with the simulation results in Freund and Orescanin. Thus, RBCs are mainly located at the tube center, however their dynamics and structure depend on Ht. At low Ht, RBCs attain a parachute shape and move in a train-like arrangement, which has been also reported in McWhirter et al. In contrast, at high Ht, RBCs arrange into the so-called zig-zag mode found experimentally in Gaetghens et al. and in simulations. As the tube diameter is increased, the local hematocrit converges towards the Ht value. However, for low Ht a peak in H(r) may still exist around the tube center due to close packing of RBCs within the centerline region where local shear rates are small. For tube diameters D ≥ 200 μm a nearly homogeneous distribution of RBCs is expected, and therefore a continuum approximation for blood flow in large tube is appropriate.
The $k_{\text{max}}$ distributions can be qualitatively divided into the three regions: i) a centerline region, where $k_{\text{max}}$ is nearly constant; ii) the region between the tube center and CFL, where $k_{\text{max}}$ slowly increases; iii) a region next to the CFL, where $k_{\text{max}}$ steeply increases. Similar conclusions for RBC deformation in tube flow have also been reported in Alizadehrad et al.\textsuperscript{23,24,106,107} Finally, for sufficiently large $D$ the function of $k_{\text{max}}(r)$ converges to a common curve, and therefore the dependence on tube diameter disappears.

**Blood Rheology**

A major aim of computational cell biorehology is to predict the macroscopic flow properties of a suspension (e.g., shear viscosity, yield stress) from the mesoscopic properties of the constituent particles (e.g., size, deformability, inter-particle interactions). Bulk blood properties under shear have been measured in a number of laboratories\textsuperscript{25,106,121,137,141}, predicting a non-Newtonian shear thinning behavior. Here, we draw attention to two different sets of viscometric measurements. The first set corresponds to whole blood, where no significant changes are introduced to freshly drawn blood except for a necessary initial stabilization with an anti-coagulant. Such procedure for sample preparation leaves the aggregation properties among RBCs virtually unaffected, and therefore cell aggregates, known as rouleaux, can be observed.\textsuperscript{23,24,106,107,150} The second set of viscometric measurements corresponds to the so-called non-aggregating RBC suspensions, where RBCs are washed and re-suspended into a neutral solvent. RBC aggregation interactions strongly depend on the nature and concentration of available proteins or polymers,\textsuperscript{24,107} and can be triggered by adding them to non-aggregating RBC suspensions.\textsuperscript{107,126,144} Whole blood is also known to exhibit a yield stress\textsuperscript{27,29,106} defined as a threshold stress that must be exceeded for flow to begin.

**Reversible Rouleaux Formation**

Aggregation interactions among RBCs lead to the formation of rouleaux structures in equilibrium or in relatively weak flows. A rouleaux resemble stacks of coins as illustrated in Fig 5 showing a simulation snapshot in equilibrium. There exist two different hypotheses for the RBC aggregation in polymer or protein solutions: (i) the bridging model, which suggests that cross-linking between cells may be achieved by polymer adsorption or adhesion on a cell surface,\textsuperscript{16,22} and (ii) the depletion model, which suggests that RBC aggregation arises from depletion interactions.\textsuperscript{13,112} In equilibrium, rouleaux formation consisting of a few RBCs is first observed, followed by further coalescence into branched rouleaux networks.\textsuperscript{106,136,137} In flow, the large rouleaux break up into smaller ones. However, at sufficiently high shear rates, rouleaux structures no longer exist.\textsuperscript{168} The aggregation process is reversible once the shear rate is decreased.

RBC aggregation has been simulated in 2D,\textsuperscript{11,158,164} where aggregation and disaggregation of several cells in shear flow has been studied. The effect of RBC aggregation on blood rheology has also been investigated in 3D simulations.\textsuperscript{98} However, the marked viscosity increase at low shear rates has not been captured due to the very small size of a simulated system with only six RBCs. Finally, recent 3D simulations\textsuperscript{82} led to...
quantitative predictions for the strength of RBC aggregation and its effect on blood viscosity.

Blood Viscosity and Yield Stress

As noted earlier, the viscosity of whole blood is strikingly different from that of non-aggregating RBC suspension due to aggregation interactions between RBCs. Figure 6 presents the relative viscosity of blood, defined as the ratio of RBC suspension viscosity to the solvent viscosity, vs. shear rate at $H_t = 0.45$. The blood viscosity was calculated in shear flow using the MS-RBC model. The model results compare very well with the experimental viscometric measurements.25,106,141 The correct predictions of viscosity by the model facilitates calculation of the strength of aggregation forces between two RBCs, which appears to be in the range of 3.0 $pN$ to 7 $pN$. Note that these forces are much smaller than those used in single RBC stretching tests with optical tweezers.147

Whole blood is considered a fluid with a yield stress (a threshold stress for flow to begin), which is usually calculated by extrapolation of available viscometric data to the zero shear rate. For blood the Casson’s equation is often used

$$\tau_{xy}^{1/2} = \tau_y^{1/2} + \eta^{1/2} \dot{\gamma}^{1/2},$$

where $\tau_{xy}$ is the shear stress, $\tau_y$ is a yield stress and $\eta$ is the suspension viscosity at large $\dot{\gamma}$. The Casson’s relation has been used to compute yield stress for pigment-oil suspensions, Chinese ovary hamster cell suspensions, and blood.107 Figure 7 shows the simulation results from Fedosov et al. where computed shear stresses are extrapolated to the zero shear rate using a polynomial fit in Casson coordinates. The extrapolated $\tau_y$ values are virtually zero for non-aggregating RBC suspensions, while the presence of RBC aggregation leads to a non-zero yield stress. The simulation results support the hypothesis that whole blood has a non-zero yield stress due to aggregation interactions between RBCs.27,29,106 Moreover, the simulated values of $\tau_y$ lie within the range of 0.0015 Pa and 0.005 Pa for yield stress measured experimentally.106

Another aspect which has been discussed in Fedosov et al. is a link between RBC suspension macroscopic properties and its microscopic characteristics such as cell structure, deformation, and dynamics. The analysis of the suspension’s structure has confirmed that a steep rise in viscosity for the aggregating RBC suspension at low shear rates is due to the existence of small aggregates consisting of 2–4 RBCs. As the shear rate is increased, the suspension’s structure completely disappears, and therefore the viscosity at high shear rates becomes independent of RBC aggregation. Furthermore, the shear-thinning property of a non-aggregating RBC suspension is strongly associated with the transition of RBCs from tumbling to the tank-treading dynamics and the alignment of tank-treading RBCs with the shear flow. Simulations of a single elastic oblate-shape capsule in shear flow, which mimic a dilute solution, have also shown a shear thinning behavior which mainly occurs...
within the capsule tank-treading regime. Another simulation study of dense near-spherical capsules have also shown a slight shear-thinning behavior due to the deformation of capsules in shear flow. In addition, normal stress differences have been computed for the capsule suspensions.

Numerical studies of the rheology of dense suspensions of deformable particles and cells are still rather limited. Such simulations can be used to investigate a wide class of complex fluids (e.g., cell, vesicle, and capsule suspensions) and to tune their properties to modulate cell behavior. In addition, such 3D high-fidelity simulations will allow one to study in detail the connection between macroscopic and microscopic properties of such suspensions.

Margination of White Blood Cells and Platelets

Margination of different solutes (e.g., white blood cells, platelets, drug carriers) in blood flow is the migration process of the solutes towards vessel walls. The margination process is essential for many blood solutes, and their interactions in flow. Recently, a margination theory for binary suspensions has been proposed through two mechanisms: (i) wall-induced particle migration due to lift force, and (ii) particle displacement due to pair collisions of different solutes or their interactions in flow; the latter mechanism is also often referred to as shear-induced diffusion.

White Blood Cell Margination

WBC margination has been studied in a number of experiments and simulations. Several blood and flow properties contribute to WBC margination including flow rate, RBC aggregation, and vessel geometry. In vivo experiments on mesenteric venules of rat showed an increase of WBC adhesion rate (and consequently margination) for high flow rates. A recent microfluidics study concluded that the most efficient WBC margination occurs within intermediate flow rates while at lower or higher flow rates WBC margination is attenuated. In contrast, in vitro experiments in glass tubes and 2D simulations have reported no significant sensitivity of WBC margination on blood hematocrit. The effect of flow rate on WBC margination is consistent across various studies, which show strong WBC margination at low flow rates, characteristic for venular blood flow. Furthermore, RBC aggregation leads to an enhancement of WBC margination, while the effect of complex geometries (e.g., vessel contraction, expansion, and bifurcation) on WBC margination has a very limited interpretation so far. The 2D simulation study and microfluidic experiments mimicking a vessel expansion suggest that the WBC margination is enhanced in post-capillary venular expansions. Finally, a combined in vitro and in vivo study of blood flow around bifurcations have shown preferential adhesion of WBCs near bifurcations.

Recent 2D simulations provided a systematic study of WBC margination for various conditions including flow rate, flow rate, WBC deformability, and RBC aggregation, and attempted to reconcile existing contradicting observations. Using blood flow simulations, WBC center-of-mass distributions were computed for various flow rates and flow rates with an example shown in Fig. 8. Clearly, the strongest WBC margination is found within a range of intermediate flow rates while at lower and higher flow rates WBC margination is attenuated. The weak WBC margination at low flow rates has been expected due to low concentration of RBCs. Surprisingly, however, no significant WBC margination at high flow rate was observed. The mechanism of WBC margination attenuation at high flow rate appeared to be also related to the presence of RBCs in flow. Thus, at low enough flow rate the density of RBCs
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region in front of a marginated WBC in blood flow remains virtually void of RBCs as they pass above the slowly moving WBC. As we increase $H_t$ to a certain value, RBCs may often enter that region due to high cell crowding, and effectively lift off the WBC away from the walls.64 This lift-off mechanism is different from the lift force due to cell-wall hydrodynamic interactions and is governed by the particulate nature of blood.

Having calculated WBC distributions, one can define a WBC margination probability by integrating the probability distributions, for instance, up to a distance of $1.1R_{WBC}$ away from the walls, where $R_{WBC}$ is the WBC radius. Figure 9 presents a WBC margination diagram for a wide range of flow rates and hematocrits. It shows that efficient WBC margination occurs only within intermediate ranges of flow rates and $H_t$ values. These results are consistent with experimental observations, which report WBC adhesion mainly in venular (not arteriolar) part of microcirculation, since the characteristic values of $\gamma^*$ in venules of a comparable diameter are in the range $\gamma^* = 1–2.5$, while in arterioles $\gamma^* > 30$.61,123,129 The simulation results also agree with in vitro experiments on WBC margination,83 which identified optimal WBC margination in the range $H_t = 0.2–0.3$. The discrepancies with previous simulations67 and experiments,1 which found WBC margination and adhesion to be independent of $H_t$, can also be rationalized by noting that the studied flow rates and $H_t$ values in Abbitt and Nash1 and Freund67 fell almost entirely into the region of strong WBC margination.

The effect of WBC deformability has also been explored in Fedosov et al.,64 where the region of strong WBC margination shrinks substantially as a WBC becomes more deformable. This is due to an increase of the lift force on a deformed WBC, since it may significantly depart from a spherical shape, which leads to a reduction in its margination. RBC aggregation has also been shown to enhance WBC margination.61 In particular, no significant differences in WBC margination between aggregating and non-aggregating RBC suspensions have been found for high flow rates similar to the effect of RBC aggregation on blood viscosity discussed in “Blood Rheology” section. However, WBC margination becomes more pronounced at high $H_t$ values due to RBC aggregation. Here, RBC aggregation interactions lead to a less dispersed flow core, and therefore the shedding of RBCs into the region in front of a marginated RBC is much reduced. Future studies of WBC margination will likely focus on 3D realistic models, and WBC margination and adhesion in complex microvascular networks.

Similar margination mechanisms are of importance in a number of diseases. For instance, margination of circulating tumor cells, which affects their adhesion to vascular endothelium, is expected to resemble that of WBCs due to the similarities in cell shapes and sizes. The WBC margination results are also relevant in spherocytosis disorder and in malaria, where spherically-shaped cells are expected to be mainly present near vessel walls resulting in an increased blood flow resistance and an enhanced cell adhesion when possible. Furthermore, the margination effect directly applies to segregation of various cells and particles in flow due to the differences in their deformability and shape. Recent numerical and theoretical investigations90,91 have shown that less deformable cells or capsules are preferably segregated toward channel

---

**FIGURE 8.** WBC center-of-mass distribution for various $H_t$ values. The position $y$ is normalized by the width of a channel $W$ such that $y = 0$ corresponds to the wall position and $y/W = 0.25$ to the WBC radius. The figure is reproduced with permission from Fedosov et al.61

**FIGURE 9.** Probability diagram of WBC margination for various flow rates characterized by a non-dimensional shear rate $\gamma^*$ and $H_t$ values. The WBC is assumed to be rigid. The symbols correspond to the simulations performed. The figure is reproduced with permission from Fedosov et al.61
walls. Such an effect is expected to play a role in malaria and sickle-cell anemia, where margination of stiff cells (e.g., Pf-RBCs) contributes to their adhesive potential. On the other hand, margination and segregation properties of different cells in blood flow can be exploited in diagnostics and treatment which might require rare cell detection and separation.\textsuperscript{15,78,80} Finally, solutes smaller than WBCs (e.g., platelets, large globular proteins such as von Willebrand factor) are also subject to margination in blood flow, which is relevant for margination (and therefore adhesion) of micro- and nano-carriers used for drug delivery. Next, the margination effect for platelets is discussed.

**Margination of Platelets**

Preferential migration of platelets towards the vessel walls in blood flow is critical for haemostasis and thrombosis, since marginated platelets can better respond to injuries at the vessel wall. Margination of platelets as well as of WBCs is strongly affected by local hematocrit, flow rate, vessel geometry, and RBC aggregation properties. These characteristics might be significantly altered in different diseases in comparison with a healthy state leading to irreversible changes in cell margination properties which might affect their proper function. An increased concentration of platelets near the walls has been confirmed in \textit{in vitro} and \textit{in vivo} experiments. Experiments in glass channels with a suspension of RBCs and latex beads mimicking platelets\textsuperscript{45,151} for different $H_t$ values have shown strong bead margination at high $H_t \geq 0.3$ values. The experiments for various flow rates\textsuperscript{45,151} demonstrated a non-trivial bead margination dependence. At low shear rates platelet margination was weak and it increased with increasing flow rates, while the margination decreased again at very high shear rates; this behavior is qualitatively similar to that of WBCs. \textit{In vivo} experiments\textsuperscript{108} have found that platelet margination is different in arterioles and venules confirming the effect of shear rate on margination. In view of these observations, it is plausible to expect that the mechanism of platelet margination is similar to that for WBCs described above, however its detailed understanding is still an open question.

There exist a number of numerical studies of platelet margination and its mechanisms.\textsuperscript{7,32,33,133,152,153,166,167} The 2D simulations of blood flow using ellipsoid-like RBCs and circular platelets\textsuperscript{7} have shown an increased platelet margination with increasing $H_t$ as well as with an increase of shear rate in agreement with the experimental observations. The other set of 2D simulations\textsuperscript{32,33} has led to similar conclusions for the effects of $H_t$ and shear rates on platelet margination. The local drift and diffusion of platelets have also been measured\textsuperscript{32,33} in an attempt to describe the platelet margination process using the continuum drift-diffusion equation. The drift-diffusion equation results in a good qualitative description of platelet margination, where the drift can be hypothesized to arise from wall-platelet hydrodynamic interactions (i.e., lift force), while the shear-induced diffusivity of platelets is due to their collisions (or interactions) with RBCs in blood flow. Recent 3D simulations on platelet margination\textsuperscript{166,167} have found the margination process to be diffusional, which fits well into the drift-diffusion mechanism. Another 3D simulation study\textsuperscript{133} have confirmed the effect of $H_t$ on platelet margination, and, in addition, reported that spherical platelets marginate better than those having an ellipsoidal shape. Although the drift-diffusion mechanism for platelet margination seems to provide plausible explanation, it is still not clear whether it will lead to a universal description of the margination process. For instance, a recent theoretical model\textsuperscript{152} for platelet adhesion in blood flow suggests a rebounding collision mechanism for platelets due to their interactions with the flow core consisting primarily of RBCs.

**DISEASED BLOOD FLOW**

**Rheology in Malaria**

Red blood cells parasitized by the malaria-inducing \textit{Plasmodium falciparum} (Pf) parasites, referred to here as Pf-RBCs, are subject to changes in their mechanical and rheological properties as well as in their morphology\textsuperscript{30,159,147} during intra-erythrocytic parasite development, which includes three intra-erythrocytic stages that span the 48-h asexual cycle: from ring $\rightarrow$ trophozoite $\rightarrow$ schizont stages. Gradual progression through these stages leads to considerable stiffening of Pf-RBCs as found in optical tweezers stretching experiments\textsuperscript{35,109,147} and in diffraction phase microscopy by monitoring the membrane fluctuations. Pf development also results in vacuoles formed inside of RBCs possibly changing the cell volume. Thus, Pf-RBCs at the final stage (schizont) often show a “near spherical” shape, while in the preceding stages maintain their biconcavity. These changes greatly affect the rheological properties and the dynamics of Pf-RBCs, and may lead to obstruction of small capillaries\textsuperscript{139} impairing the ability of RBCs to circulate.

In this section, we present results of the application of the computational framework we discussed for healthy RBCs to Pf-RBCs. In particular, we first consider single RBCs for validation purposes and subsequently we present simulations for whole infected blood as suspension of a mixture of healthy and Pf-RBCs in order to investigate its rheological behavior.
In Bow et al., a new microfluidic device with periodic obstacles to red blood cell flow was employed to perform experiments for the late ring-stage *P. falciparum*-infected RBCs that are infected with a gene encoding green fluorescent protein (GFP). This device consisted of triangular obstacles (in converging and diverging form). For both the converging and diverging geometries infected RBCs exhibit lower average velocities than healthy RBCs (see Fig. 10a). In the DPD simulations, the infected cells are modeled with increased shear modulus and membrane viscosity values obtained from optical tweezers experiments. The parasite was modeled as a rigid sphere of two microns in diameter placed inside the cell. Time lapse images from the simulations showing passage of an infected RBC through the periodic obstacles with converging and diverging opening geometries are shown in Fig. 10b.

The DPD model is able to capture the effect of changes of RBC properties arising from parasitization on the movement of healthy RBCs and Pf-RBCs quite accurately. A quantitative comparison of the simulation results with experimental data for the average velocity of uninfected RBCs and Pf-RBCs as a function of applied pressure gradient is shown in Fig. 11.

In order for the DPD simulation to provide insights into the design of microfluidic devices that are potentially capable of diagnosing disease states, it is essential to develop computational capabilities for the biorheology of whole blood (containing multiple components) where only a small volume fraction of the total cell population contains diseased cells. Next we present simulation results of blood flow in malaria as a suspension of healthy and Pf-RBCs at the trophozoite stage and hematocrit $H_v = 0.45$. Several realistic (low parasitemia levels) and hypothetical parasitemial levels (percentage of Pf-RBCs with respect to the total number of cells in a unit volume) from 5 to 100% are considered in vessels with diameters 10 and 20 $\mu$m. The inset of Fig. 12a shows a snapshot of RBCs flowing in a tube of diameter 20 $\mu$m at a parasitemia level of 25%.

The main result in Fig. 12a is given by the plot of the relative apparent viscosity in malaria obtained at different parasitemia levels. The effect of parasitemia level appears to be more prominent for small diameters and high $H_v$ values. Thus, at $H_v = 0.45$ blood flow resistance in malaria may increase up to 50% in vessels of diameters around 10 $\mu$m and up to 43% for vessel diameters around 20 $\mu$m. These increases do not include any contributions from the interaction of Pf-RBCs with the glycocalyx, such important interactions are complex as they may include cytoadhesion.

In Fig. 12b we also present the bulk viscosity of infected blood (schizont stage) simulated in a Couette type device at shear rate $\dot{\gamma} = 230 \text{s}^{-1}$. The DPD simulations compare favorably with the experimental data obtained with a corresponding rheometer in Raventos-Suarez et al. These validated predictions were obtained without an explicit adhesion model between Pf-RBCs. It seems that such cell-cell interactions are not important at this high shear rate value.

With regards to the cytoadherence of Pf-RBCs, microfluidic experiments have been conducted in Antia et al. to investigate the enhanced cytoadherence of Pf-RBCs in flow chambers. These experiments revealed that the adhesive dynamics of Pf-RBCs can be very different than the well-established adhesive dynamics of leukocytes. For example, the adhesive dynamics of Pf-RBCs on purified ICAM-1 is characterized by stable and persistent flipping (rolling) behavior for a wide range of wall shear stresses (WSS) but also by intermittent pause and sudden flipping due to the parasite mass inertia. This interesting adhesive dynamics was simulated in Fedosov et al. where a systematic study was conducted to estimate the magnitude of the
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adhesion force. It was found to be in agreement with the adhesion force measured in related experiments by Cravalho et al.

A Pf-RBC may exhibit firm adhesion at a WSS lower than a certain threshold and can completely detach from the wall at higher WSS. At low WSS, adhesion forces are strong enough to counteract the stress exerted on the cell by the flow resulting in its firm sticking to the wall. On the contrary, at high WSS existing bonds do not provide sufficiently strong adhesive interactions which yields RBC detachment from the wall. RBC visualizations showed that its detachment at high WSS occurs during the relatively fast motion of RBC flipping, since the contact area at that step corresponds to its minimum. However, in experiments Pf-RBCs which moved on a surface coated with the purified ICAM-1 showed persistent and stable rolling over long observation times and for a wide range of WSS values. This suggests that there must be a mechanism which stabilizes rolling of infected RBCs at high WSS. This fact is not surprising since, for example, leukocyte adhesion can be actively regulated depending on flow conditions and biochemical constituents present.

**FIGURE 11.** Average velocity of uninfected and ring-stage malaria infected RBCs as a function of pressure gradient and comparison of simulation and experimental results. Results are for diverging (a) and converging (b) geometries. The figure is reproduced with permission from Bow et al.15

**FIGURE 12.** Flow resistance in malaria: (a) Healthy (red) and Pf-RBCs (blue) in Poiseuille flow in a tube of diameter $D = 20\ \mu m$. $H_t = 0.45$, parasitemia level 25%. Plotted is the relative apparent viscosity of blood in malaria for various parasitemia levels and tube diameters. Symbol ‘$x$’ corresponds to the schizont stage with a near-spherical shape. Experimental data from the empirical fit by Pries et al.128 The figure is reproduced with permission from Fedosov et al.60 (b) Bulk viscosity vs. parasitemia level for 30% hematocrit using a Couette device setup at shear rate $230\ s^{-1}$. The square symbols are measurements from Raventos-Suarez et al.132 and the triangles are simulations of Huan Lei (Brown University).
Rheology in Sickle Cell Anemia

The abnormal rheological properties of sickle cell RBCs (SS-RBCs) are correlated with the changes in their shapes and with the stiffened cell membrane. This was measured by micropipette experiments in Itoh et al.\textsuperscript{82} at different deoxygenated stages. The shear modulus of the full deoxygenated sickle cell falls within a wide range of values depending on the intracellular sickle hemoglobin HbS polymerization and it is more than 100 times the value of healthy cells. In the simulation studies in Lei and Karniadakis,\textsuperscript{94} the shear modulus of the full deoxygenated sickle cell was set at very high value, e.g., 2000 times the value of the healthy cells to ensure a fully rigid SS-RBC. The bending rigidity of sickle cells under different deoxygenations was also set to be 200 times the value of the healthy RBC as no detailed values are available in the literature. In Lei and Karniadakis\textsuperscript{94} sickle blood was modeled by a suspension of SS-RBCs in a solvent, which is represented by a collection of coarse-grained particles with DPD interactions. Different sickle cell morphologies were obtained based on a simulated annealing procedure and medical image analysis of clinical data.\textsuperscript{94}

To investigate the relationship between the effect of the rate of deoxygenation and the rheology of sickle blood, Kaul et al.\textsuperscript{87} examined the shear viscosity of sickle blood subjected to both fast and gradual deoxygenation procedures. Sickle blood subjected to gradual deoxygenation procedure showed monotonic elevation of shear viscosity and the formation of the sickle shape of blood cells over a period of 30 minutes until the full deoxygenated state was achieved. On the contrary, sickle blood subjected to the fast deoxygenation procedure exhibits two distinct phases. The shear viscosity of the sickle blood showed fast elevation within the first 7 minutes of deoxygenation accompanied with the cell morphology transition to granular shape. However, the shear viscosity decreased gradually during further deoxygenation. A large portion of cells appears extremely elongated with the intracellular HbS fibers aligned in one direction. To study the morphology effect on the rheological behavior of the sickle blood, in Lei and Karniadakis\textsuperscript{94} simulation results were presented for shear flow of the sickle blood with the three distinct types of sickle cell reported in the experiment (Hct = 40%). Figure 13 plots the shear viscosity of the deoxygenated sickle blood; the shear modulus of the cell membrane is the same for all the three types. The sickle blood shows elevated and shear-independent viscosity values for all three types. Moreover, the sickle blood with granular and sickle morphology shows larger viscosity compared with the elongated shape, which explains the progressive decrease of the viscosity value with further deoxygenation, since a large portion of granular cells transforms into the elongated shape during the procedure. This result is probably due to the different effective volume for each type of the sickle blood in the shear flow system,\textsuperscript{87} which affects the momentum transport ability between the cells.

The hemodynamics of sickle blood was studied in an isolated vasculature in Kaul et al.\textsuperscript{86} While the deoxygenated sickle blood exhibits hemodynamics similar to healthy blood, the deoxygenated sickle blood shows distinctive dynamic properties for different RBC types. In the simulation, sickle blood in a tube flow system with Hct = 30% was considered similar to the experiment although precise morphology details are difficult to extract from the experiments. The deoxygenated sickle blood flow was represented by a suspension of RBCs with sickle and granular shapes. Blood plasma and cytosol are explicitly represented by DPD, and they are separated by the cell membrane through the bounce-back reflection on membrane surface. The viscosity of the cytosol is set to 4\(\eta_0\) and 50\(\eta_0\) for the healthy and deoxygenated blood flow, where \(\eta_0\) is the viscosity of the blood plasma. Figure 14 plots the increase of the flow resistance with different oxygen tension for the sickle and granular shapes. While both types of blood flow show further increase in flow resistance at deoxygenated state, the granular type of blood flow shows a more pronounced elevation compared with the sickle shape. One possible explanation proposed by the Kaul et al.\textsuperscript{86} is the different distribution of SS-RBCs in the capillary. The inset plot of Fig. 14 shows the snapshots of the

![Graph showing shear viscosity of sickle blood flow with different cell morphologies reported in Kaul et al.\textsuperscript{87} Hct = 40%; the simulation data are from Lei and Karniadakis.\textsuperscript{94}](image-url)
sickle and granular cells in the tube flow. The cells of sickle shape tend to flow along the axis of the tube as observed in experimental studies in LaCelle's specific distributions of SS-RBC orientation were presented in Lei and Karniadakis. In this section we presented DPD simulations of sickle blood flow and compared them with existing experimental results primarily on flow resistance. New microfluidic experiments, like the ones presented in the previous section on malaria, will be very useful in further validation of the DPD models, especially as a function of deoxygenation rate. Such experiments on a microfluidic cytometer are currently under way by the MIT co-author of this paper. In addition, quantifying—both experimentally and through DPD simulations—the SS-RBC membrane fluctuations will characterize better the precise state of the SS-RBCs. In a recent study in Byun et al., it was found that the membrane fluctuations are significantly reduced for SS-RBCs taken from a sickle cell disease patient at ambient oxygen concentration. Careful analysis identified that high cytoplasmic viscosity is primarily responsible for the decreased membrane fluctuations, while irreversibly sickled cells were found to have higher membrane stiffness than that from other types of RBCs in sickle cell disease. Similarly, new microfluidic experiments are needed, in addition to the published results, to elucidate the mechanism of cytoadhesion and occlusion in sickle cell blood flow, and to validate the recent findings of Lei and Karniadakis on the precise mechanisms of vaso-occlusion in post-capillaries.

DISCUSSION

We have presented a new computational framework for simulating hematologic disorders based on DPD, derived from the molecular dynamics method. This is a Lagrangian mesoscopic approach that can model seamlessly blood cells, proteins, plasma, and arterial walls, and can predict accurately blood flow in health and disease. To make this approach patient-specific we rely on single-RBC experiments, e.g., using optical tweezers, atomic force microscopy, etc., and novel microfluidic devices in order to obtain data from which we can extract the macroscopic parameters of the model, which, in turn, can be related to the microscopical parameters required in DPD modeling. Moreover, these single-RBC data sets can serve as a validation testbed over a wide range of operating conditions. The utility of the DPD models is then to predict whole blood behavior in health or disease without any further “tuning” of the models' parameters. We demonstrated that this is indeed the case for healthy and malaria-infected as well as sickle whole blood. We can also employ the DPD models for sensitivity studies, hence interacting more meaningfully with the experiments, and suggest specific measurements or parameter variations or even probe certain biophysical interactions, e.g., the interaction of the lipid bilayer with the cytoskeleton in a RBC, not accessible with experimental techniques alone.

The two diseases we studied have some common biophysical characteristics, however, their biorheology is distinctly different. Hence, combining computational-experimental studies, as we have been pursuing in our research groups, can help greatly in quantifying fundamental biophysical mechanisms and possibly identifying unique biomarkers for these diseases. Our computational framework is general and employs patient-specific model input, hence it can be also used for other hematologic diseases, such as diabetes, HIV, and even in cancer metastasis. In the flow resistance results we presented in the current paper, we modeled...
whole blood as suspension of RBCs in plasma, hence ignoring the effect of white cells (about 0.7%) and platelets (less than 0.5%), also the effect of other proteins in the plasma, or the interaction with the endothelial surfaces of the blood vessel walls. From the numerical modeling standpoint, there is no particular difficulty in also modeling these other cells as we have done for margination studies in the subsection “Margination of White Blood Cells and Platelets”, or modeling the endothelium, which may contribute significantly in specific biomedical studies, e.g., in thrombosis, immune response. From the biorheological view point, however, as we demonstrated for both malaria and sickle cell anemia, the presence of the other cells is not important unlike the endothelium that can modify significantly the blood flow resistance.
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Abstract Mesoscale simulations of blood flow, where the red blood cells are described as deformable closed shells with a membrane characterized by bending rigidity and stretching elasticity, have made much progress in recent years to predict the flow behavior of blood cells and other components in various flows. To numerically investigate blood flow and blood-related processes in complex geometries, a highly efficient simulation technique for the plasma and solutes is essential. In this review, we focus on the behavior of single and several cells in shear and microcapillary flows, the shear-thinning behavior of blood and its relation to the blood cell structure and interactions, margination of white blood cells and platelets, and modeling hematologic diseases and disorders. Comparisons of the simulation predictions with existing experimental results are made whenever possible, and generally very satisfactory agreement is obtained.

Keywords Red blood cell · Dissipative particle dynamics · Multiparticle collision dynamics · Blood rheology · Shear-thinning · Capillary flow · Microvessels · Discocyte, parachute, and slipper shapes

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>Molecular dynamics</td>
</tr>
<tr>
<td>DPD</td>
<td>Dissipative particle dynamics</td>
</tr>
<tr>
<td>MPC</td>
<td>Multiparticle collision dynamics</td>
</tr>
<tr>
<td>SPH</td>
<td>Smoothed particle hydrodynamics</td>
</tr>
<tr>
<td>BD</td>
<td>Brownian dynamics</td>
</tr>
<tr>
<td>LBM</td>
<td>Lattice Boltzmann method</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational fluid dynamics</td>
</tr>
<tr>
<td>IBM</td>
<td>Immersed boundary method</td>
</tr>
<tr>
<td>FTM</td>
<td>Front tracking method</td>
</tr>
<tr>
<td>RBC</td>
<td>Red blood cell</td>
</tr>
<tr>
<td>WBC</td>
<td>White blood cell</td>
</tr>
<tr>
<td>GUV</td>
<td>Giant unilamellar vesicle</td>
</tr>
<tr>
<td>KS</td>
<td>Keller–Skalak theory</td>
</tr>
<tr>
<td>RDF</td>
<td>Radial distribution function</td>
</tr>
<tr>
<td>CFL</td>
<td>Cell-free layer</td>
</tr>
<tr>
<td>Pf</td>
<td>Plasmodium falciparum</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>2D</td>
<td>Two dimensions</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensions</td>
</tr>
</tbody>
</table>

1 Introduction

Blood performs a large variety of essential functions in our body, ranging from the transport of oxygen to immune response and wound healing. Therefore, blood diseases have severe consequences for our health. Prominent examples are plaque formation in arteries which may lead to heart attacks, diabetes as a cause of reduced microcirculation and tissue damage, excessive blood clotting leading to stroke, reduced blood clotting which causes excessive bleeding, etc. Therefore, blood and blood flow have attracted the interest of natural and medical scientists for centuries. With modern tools of chemical analysis, diagnostics, and simulation, the field has made considerable progress in recent years.

The second important motivation for a detailed understanding of the dynamical behavior of blood and its com-
ponents is the advent of modern microfluidic devices and techniques. Not only such knowledge is essential for the design of new devices with unprecedented functions, but also such devices allow the control and manipulation of blood on the level of single cells, which are illustrated in Fig. 1. Here, advanced simulation techniques can provide insight into the flow behavior on the cellular level, as well as into the emergence of macroscopic flow properties from the structure, deformability, dynamics, and interactions of single cells.

From a simulation point of view, already the dynamics of model fluids consisting of a solvent and various solutes such as different molecules, colloidal particles, and cells is a difficult problem. There exist a large gap in the length- and time-scales between the atomistic scale of the solvent and the mesoscopic scale of the suspended particles, which typically ranges from tens of nanometers to tens of micrometers. Furthermore, many physical mechanisms are also important including the deformability of the particles, the hydrodynamic interactions between them and with walls, and thermal fluctuations.

In order to surmount the numerical problems, several mesoscale hydrodynamics simulation techniques have been developed in the last decade. The Lattice Boltzmann method (LBM) (Succi 2001), dissipative particle dynamics (DPD) (Hoogerbrugge and Koelman 1992; Espanol and Warren 1995), and multi-particle collision dynamics (MPC) (Malevanets and Kapral 1999; Kapral 2008; Gompper et al. 2009) have shown a rapid advancement in recent years, and are now well-established techniques for the numerical investigation of the dynamics of complex fluids.

We focus in this review on the application of mesoscale hydrodynamics approaches to studies of blood flow. Since red blood cells are much more abundant by volume than other cells and solutes, they determine the flow behavior and rheology of blood. Nevertheless, it is also essential to understand the behavior of other cells such as white blood cells and platelets under flow conditions, because their physiological role as part of the immune system and of wound healing is strongly affected by flow.

Mesoscale hydrodynamics have been employed in two (2D) and three dimensions (3D) to model giant unilamellar vesicles (GUVs) and red blood cells (RBCs) in flow. From a mechanical point of view, RBCs are distinguished from vesicles by their nonzero shear elasticity. This distinction can only be made in 3D, since shear elasticity does not exist for membranes (i.e., lines) in 2D. It is interesting to study both GUV in 3D and model cells in 2D, because a comparison of the results helps to elucidate the importance of specific material properties of the cells for their flow behavior. Due to the large size, GUVs and RBCs have to be modeled on a mesoscopic level, for instance by triangulated surfaces in 3D (Gompper and Kroll 1997, 2004; Noguchi and Gompper 2005b; Fedosov et al. 2010a) and by polyhedral lines in 2D (Finken et al. 2008; Messlinger et al. 2009). For fluid vesicles, a phase-field approach has also been employed (Du et al. 2004; Biben et al. 2005), where a scalar “concentration” field is used to define the interior and exterior of the vesicle, and thereby the membrane in-between.

In 2D, individual vesicles and cells have been investigated in shear flow to study the effect of flow on the spectrum of undulation modes (Finken et al. 2008), which changes with the flow strength inducing membrane tension. Tank-treading and tumbling behavior of 2D vesicles and cells in shear flow (Messlinger et al. 2009; Beaucourt et al. 2004; Kaoui et al. 2012) has been extensively investigated with the main finding that the transition between these two modes can be induced by a viscosity contrast between external and internal fluids as well as by vesicle confinement. Using the 2D studies on shear and Poiseuille flow, the lift force on a vesicle near a wall (Messlinger et al. 2009) has also been measured, which governs the migration of vesicles and cells away from the walls (Kaoui et al. 2008, 2009, 2011). Simulations of 2D systems with many cells in flow through small vessels and the rheology of cell suspensions (Sun and Munn 2005; Bagchi 2007; Freund 2007; Fedosov et al. 2012) predict cell migration, distributions, and interactions in flow. In 3D, single GUVs under flow have been studied to investigate their tank-treading, tumbling, and swinging (also called vacillating-breathing or trembling) dynamics, in simple shear flow (Noguchi and Gompper 2005b; Biben et al. 2005; Noguchi and Gompper 2004; Misbah 2006; Noguchi and Gompper 2007; Zhao et al. 2010; Zhao and Shaqfeh 2011a) as well as in capillary flow in both homogeneous (Noguchi and Gompper 2005a) and structured microchannels (Noguchi et al. 2010). In these simulations, detailed information has been obtained on the transitions between different flow behavior modes of vesicles as well as on vesicle deformation.

Fig. 1 A scanning electron micrograph of blood cells. From left to right red blood cell (red), activated platelet (yellow), and white blood cell (cyan). Source The National Cancer Institute at Frederick (NCI-Frederick)
Here, our main aim is to provide an overview of recent work on the deformation, dynamics, and rheology of RBC suspensions in 3D. Flow of single RBCs (or of periodic arrays of RBCs) in capillaries has first been investigated with the assumption of axisymmetric shapes by the boundary integral method (Pozrikidis 2005). Using efficient mesoscale hydrodynamics simulation techniques, the assumptions of symmetric shapes are no longer required. For a single RBC in capillary flow, simulations have predicted a symmetry breaking with a perpendicular orientation of the RBC axis to the flow direction for small flow rates and a transition from discocyte to parachute shapes for larger flow rates (Fedosov et al. 2010a; Noguchi and Gompper 2005a; Reasor et al. 2012). Simulations of several RBCs in a narrow microchannel showed cell clustering at low hematocrits (the volume fraction of RBCs) (McWhirter et al. 2009, 2011), while at higher hematocrits, RBCs displayed several different arrangements including a zigzag structure of slipper-shaped cells (McWhirter et al. 2009). Numerical investigations of flow behavior of many RBCs in wider channels (Reasor et al. 2012; Dupin et al. 2007; Doddi and Bagchi 2009; Fedosov et al. 2010b; Freund and Orescanin 2011; Krüger et al. 2011) demonstrate the existence of a cell-free layer near the walls and crowding of RBCs in the channel center due to their migration away from the walls. Finally, simulations of blood rheology in simple shear flow have shown that the large increase in the apparent viscosity at low shear rates is due to a small attraction (RBC aggregation) between cells and the resulting rouleaux formation (Fedosov et al. 2011b).

In order to perform simulations with a much larger number of RBCs, which may be required to study larger parts of the circulatory system, simplified RBC models have been developed. The existing models range from hard oblate ellipsoids (Janoschek et al. 2010) and deformable ellipsoids with a rotational degree of freedom for the membrane (Melchionna 2011) to a ring-like arrangement of a few connected spheres (Pan et al. 2010). In the latter case, the simplified model has been shown to capture the rheological behavior of the fully deformable RBC model very well (Fedosov et al. 2011b; Pan et al. 2011).

The rapid progress in the development of numerical methods to study blood flow already allows to go beyond simple RBC suspensions and to investigate more complex systems. Simulations of malaria-infected cells show a flipping motion of adhered cells at the wall (Fedosov et al. 2011c,d). Simulations of RBCs affected by sickle cell anemia show abnormal cell shapes and an increased hydrodynamic resistance in tube flow (Lei and Karniadakis 2012a,b). Simulations of mixtures of RBCs and platelets under flow in 3D microvessels demonstrate the migration of platelets to the vessel wall (Zhao and Shaqfeh 2011b). A similar behavior is predicted for white blood cells (WBCs) in blood flow (Freund 2007; Fedosov et al. 2012) in 2D. In both cases, the lift force (Messlinger et al. 2009; Cantat and Misbah 1999; Sukumaran and Seifert 2001; Abkarian et al. 2002) on highly non-spherical RBCs directed away from the vessel wall is responsible for expelling the other cells from the vessel center. However, it is important to note that platelets are much smaller than RBCs, while WBCs are somewhat larger (see Fig. 1); also, platelets are at least an order of magnitude more numerous than WBCs. Thus, the detailed mechanisms of margination as well as the margination dependence on hematocrit, flow rate, and RBC aggregation are expected to be different.

This review is organized as follows. In Sect. 2, we briefly introduce the most frequently used models for RBCs and blood flow. In Sect. 3, single RBC mechanics and dynamics are investigated. Section 4 presents results on blood rheology and its relation to the suspension structure and single cell deformation and dynamics. In Sect. 5, we will show results on blood flow simulations in tubes or microvessels, while in Sect. 6, we will briefly review margination of white blood cells and platelets in blood flow. Section 7 provides several examples of modeling hematologic diseases and disorders. Finally, we conclude in Sect. 8 with a brief discussion.

2 Methods and models

A variety of methods to model cells and vesicles in flow has been recently applied and developed. These methods are generally mesoscopic, because microscopic modeling of cells is not feasible computationally; here, microscopic modeling refers to a representation on the scale of single atoms and molecules. Furthermore, a flow of cells and vesicles often cannot be described on a macroscopic level, since the properties and dynamics of single cells play an important role in the flow, but enter into macroscopic methods only approximately via constitutive equations.

To make an overview of different methods, it is convenient to divide methodological challenges into the three groups: (1) modeling fluid flow, (2) modeling deformable cells, and (3) coupling between the fluid flow and cell deformation. Below we briefly review different methods which can be employed for each modeling task.

2.1 Modeling Newtonian solvent

Modeling fluid flow of a Newtonian solvent is probably the most developed methodological area out of the three groups identified above. Continuum fluid flow modeling is often performed using the Navier-Stokes equation or its modifications, which has resulted into the development of the computational fluid dynamics (CFD) field (Wendt...
Generally, fluid flow is described by a set of partial differential equations and satisfies the conservation laws and continuum assumption. The equations can be solved numerically using various discretization techniques (e.g., finite difference, finite element), initial and boundary conditions. The advantages of continuum modeling include speed and robustness of methods and rather well-established numerical techniques and codes. However, in these methods, it may be non-trivial to include some features present at the micro- and mesoscale, for instance thermal fluctuations.

Another class of efficient numerical techniques to model fluid flow comprises particle-based methods, which will be the main focus of this review article. Examples are molecular dynamics (MD) (Allen and Tildesley 1987), dissipative particle dynamics (DPD) (Hoogerbrugge and Koelman 1992; Espanol and Warren 1995), multi-particle collision dynamics (MPC) (Malevanets and Kapral 1999; Kapral 2008; Gompper et al. 2009), and smoothed particle hydrodynamics (SPH) (Lucy 1977; Monaghan 2005). Generally, MD is considered to be a microscopic method and the others to be mesoscopic; however, they all recover macroscopic hydrodynamic behavior at large enough length scales. In these methods, a fluid is modeled by a collection of particles which interact with each other through specified forces or collisions. Theoretical foundations of these methods are well established, and it has been shown that they are able to recover proper hydrodynamic behavior. In comparison with the continuum techniques, particle-based simulations are generally more expensive computationally; however, desired micro- and mesoscopic features can be included here rather straightforwardly. Therefore, particle-based methods are very popular in modeling complex fluids at the micro- and mesoscale.

There also exist several other numerical methods, which do not strictly belong to the continuum or particle-based method groups, but they can be used to efficiently model fluid flow. These include the Lattice Boltzmann method (LBM) (Succi 2001) and Brownian dynamics (Ermak and McCammon 1978), which are often considered to be mesoscopic. In LBM, the Boltzmann equation is solved on a pre-defined lattice leading to proper fluid hydrodynamics. In BD, hydrodynamic interactions between suspended objects are described by the Oseen or Rotne–Prager tensors, which describe hydrodynamic interactions without explicit fluid modeling. In comparison with conventional CFD methods, LBM has several advantages such as modeling complex boundaries and mesoscopic features, since the method has local interactions similar to particle-based techniques. The locality of interactions also allows for an efficient parallelization of the algorithm. The BD algorithm is very fast for a small number of suspended entities; however, the cost increases substantially as the number of solutes becomes large.

2.2 Red blood cell model

Human red blood cells (RBCs) are biconcave with a diameter of about 8 μm and a thickness of about 2 μm. A RBC is comprised of a membrane filled with a viscous cytosol (hemoglobin solution), which is usually assumed to be a Newtonian fluid with a viscosity several times larger than that of blood plasma under physiological conditions. The RBC membrane consists of a lipid bilayer re-enforced by two-dimensional spectrin–protein cytoskeleton attached to the back side of the bilayer. The lipid bilayer is fluidic and area-preserving (Fung 1993), while the spectrin network supplies RBC elastic resistance, which is required to sustain large deformations when passing through relatively narrow capillaries with the diameter down to 3 μm.

Motivated by the RBC biological structure, a realistic RBC membrane model has to take into account elastic and viscous properties of a RBC membrane, its bending resistance, and the viscosity contrast between the blood plasma and cytosol. There exist essentially two types of RBC models, a continuum approach and a network model. In a continuum model, RBC membrane properties are described by a set of constitutive equations. For instance, RBC membrane elasticity can be defined by Hookean or neo-Hookean law (Doddi and Bagchi 2009; Liu and Liu 2006), while RBC bending rigidity is often modeled by the Helfrich’s curvature elasticity model (Helfrich 1973). Such constitutive laws are implemented through various discretizations including finite-element (Liu and Liu 2006) and boundary integral (Freund and Orescanin 2011; Pozrikidis 1989) methods. Further information about continuum cell modeling can be found, e.g., Pozrikidis (2005), MacMeccan et al. (2009), Doddi and Bagchi (2009).

The network model of a RBC is built by a set of points which form a two-dimensional triangulated network on a RBC surface (Fedosov et al. 2010a; Noguchi and Gompper 2005a; Dupin et al. 2007; Discher et al. 1998; Li et al. 2005; Pivkin and Karniadakis 2008; Fedosov et al. 2010c), see Fig. 2. The vertices of a network are connected by springs, and the potential energy of the system is defined as

\[ U((x_i)) = U_s + U_b + U_a + U_v, \]  

where \( U_s \) is the spring’s potential energy, \( U_b \) is the bending energy, and \( U_a \) and \( U_v \) correspond to the area and volume conservation constraints, respectively. The \( U_b \) part of the total RBC energy mimics membrane elasticity similar to that of a spectrin network. It is also possible to attach a dashpot to each spring in order to capture viscous response of the network similar to RBC membrane viscosity. The curvature energy term supplies bending resistance of the lipid bilayer, while the area and volume conservation constraints mimic the area incompressibility of the lipid bilayer and incompressibility of a cytosol, respectively. The RBC biconcave shape is
also characterized by the reduced volume \( V^* = V_0/(4\pi R_0^2) \), where \( V_0 \) is the RBC volume and \( R_0 = \sqrt{A_0/(4\pi)} \) = 3.25 \( \mu \)m, with \( A_0 \) being the area of a RBC. The reduced volume of a healthy RBC is about \( V^* = 0.6 \); at this reduced volume, the discocyte shape minimizes the curvature energy of a fluid lipid vesicle (Deuling and Helfrich 1976).

We consider two types of network models. The first model is a generic model of two composite membranes with bending and stretching energies (Noguchi and Gompper 2005a). It consists of a dynamically triangulated network, which describes the fluidic lipid bilayer, connected at the vertices to another elastic network of fixed connectivity. In this model, the dynamic network supplies viscous response of a RBC membrane, while the fixed mesh of springs provides cell elastic properties. The second model is designed more specifically for RBCs. It is build as a single network of fixed connectivity, which simultaneously includes membrane elasticity and viscous dissipation (Fedosov et al. 2010a,c).

In continuum models, the membrane macroscopic properties (e.g., shear and bending moduli, membrane viscosity) are a direct input. The network model parameters (e.g., spring constant, bending constant) can be related to the network macroscopic properties through a linear analysis of the deformation of regular hexagonal or random triangular networks (Gompper and Kroll 2004; Fedosov et al. 2010a,c; Seung and Nelson 1988; Gompper and Kroll 1996; Dao et al. 2006; Schmidt and Fraternali 2012). Thus, in practice, the given macroscopic RBC properties may serve as an input for calculating the necessary mesoscopic model parameters without any ad hoc adjustment.

Numerical studies of the RBC equilibrium shape (Li et al. 2005; Fedosov et el. 2010c) have found that the use of a uniform equilibrium length for all springs leads to non-vanishing intra-membrane stresses depending on triangulation quality and the reference shape chosen for initial triangulation. Such stresses may lead to an irregular or even non-biconcave RBC shape in equilibrium. To eliminate the artifacts of irregular triangulations, a stress-free membrane model (Fedosov et al. 2010a,c) has been proposed. The model is obtained by computational annealing, such that each spring assumes its own equilibrium spring length adjusted to be the edge length after triangulation.

2.3 Coupling between the fluid flow and cell deformation

There exist several strategies on how RBC deformation can be coupled to fluid flow. Full continuum representation (fluid flow and cells) is very complex, since cell motion and deformation require frequent mesh adaptation for the fluid flow. Therefore, other algorithms have been developed, which model fluid flow in an Eulerian framework (fixed mesh), while cells move in a Lagrangian fashion and are coupled to fluid flow through the immersed boundary method (IBM) (Bagchi 2007; Liu and Liu 2006) or front tracking method (FTM) (Doddi and Bagchi 2009). The IBM assumes that cell vertices move with the local fluid velocity, while in return, they exert a force on the fluid flow, which is similar to the FTM. The IBM coupling strategy might be quite stiff limiting the time step in simulations, since a solid structure is advected with the fluid motion. Another method is to introduce viscous coupling of cell vertices to the fluid flow, which applies frictional forces on both the fluid and cells in order to match their local velocities (Ahrlichs and Dünweg 1999). This coupling technique is usually less prohibitive in terms of numerical stability and time step; however, it may lead to a partial slip at fluid–cell interface. The separation of external/internal fluids (for instance, needed when their viscosities are different) requires tracking of the fluid mesh nodes inside and outside a cell, respectively.

In particle-based methods, the internal and external fluids are modeled by a number of free particles. External/internal fluid separation (non-mixing) is achieved through bounce-back reflections of fluid particles at a moving membrane surface. In addition, the no-slip boundary conditions at the membrane surface are enforced through viscous force coupling in DPD (Fedosov et al. 2010a) or collisions in MPC (Noguchi and Gompper 2005a) between fluid particles and membrane vertices, which is similar to the viscous coupling mentioned above.

Another consideration, which has to be taken into account, is the resolution used for modeling fluid flow and membrane, respectively. For the fluid component, it is important to employ a sufficiently fine grid in case of a continuum solver or a sufficiently large particle density in case of particle meth-
Fedosov et al. 2010c; Dao et al. 2006; Noguchi 2009a; Vaziri et al. 2010a; Dupin et al. 2007; Pivkin and Karniadakis 2008, 2005). To mimic this experiment in simulations (Fedosov et al. 2005), a total stretching force of intermittent dynamics is observed around the tumbling-to-tank-treading transition, where a RBC experiences strong deformations and shows partially both tumbling and tank-treading dynamics. Also, the intermittent region is found to become wider for a nonzero internal fluid and membrane viscosity and shifts to higher shear rates. The degree of RBC deformations in the intermittent region depends on the Föppl-von Kármán number \( \gamma = 4 \mu R_0^2/\kappa \), where \( \mu \) is shear elastic modulus and \( \kappa \) is the bending rigidity. As an example, an increase in the RBC bending rigidity by a factor of five implies that the aforementioned shape deformations are considerably reduced, while the factor of ten in \( \kappa \) value leads to virtually no shape deformations in the intermittent region.

### 3 Single cell properties and dynamics

#### 3.1 RBC mechanics

RBC elasticity has been probed by micropipette aspiration (Waugh and Evans 1979; Discher et al. 1994; Mohandas and Evans 1994), atomic force microscopy (Scheffer et al. 2001), and in optical tweezers experiments (Henon et al. 1999; Suresh et al. 2005). In particular, a RBC was stretched by a force applied by laser tweezers to two silica microbeads attached at the opposite sides of the RBC (Suresh et al. 2005). To mimic this experiment in simulations (Fedosov et al. 2010a; Dupin et al. 2007; Pivkin and Karniadakis 2008; Fedosov et al. 2010c; Dao et al. 2006; Noguchi 2009a; Vaziri and Gopinath 2008), a total stretching force \( f \) is applied to \( N_\varepsilon \) and \( N_\sigma \) vertices (\( N_\varepsilon = N_\sigma = \varepsilon N_v \)) along opposite directions, as indicated in Fig. 3. Here, \( N_v \) is the number of vertices in the membrane representation, which can vary from \( N_v = 27344 \) (spectrin-level) to the highly coarse-grained network of \( N_v = 500 \), while \( \varepsilon = 0.02 \) corresponding to the contact diameter of the attached silica bead with diameter 2 \( \mu \text{m} \) used in experiments (Suresh et al. 2005). Figure 3 compares the simulated axial and transverse diameters of a stretched RBC with the experimental data (Suresh et al. 2005). Good agreement between simulations and experiments is found for the shear modulus of 6.3 \( \mu \text{N/m} \) independently of \( N_v \). This value also falls within the range of 4–9 \( \mu \text{N/m} \) obtained in RBC micropipette aspiration experiments (Waugh and Evans 1979; Discher et al. 1994).

### 3.2 RBC dynamics in shear flow

Single RBCs in shear flow show tumbling at low shear rates and tank-treading at high shear rates as observed in a number of experiments (Tran-Son-Tay et al. 1984; Fischer 2004, 2007; Abkarian et al. 2007). A RBC marked by several attached microbeads, subjected to tank-treading motion for several hours, was found to relax back to its original state after the shear flow has been stopped (Fischer 2004). Thus, the tumbling-to-tank-treading transition is attributed to the existence of a RBC minimum energy state, such that the RBC has to exceed a certain energy barrier in order to transit to the tank-treading motion. In addition, a tank-treading RBC also swings around the preferred inclination angle of tank-treading with a certain frequency and amplitude (Fedosov et al. 2010a; Abkarian et al. 2007; Skotheim and Secomb 2007; Noguchi 2009b; Yazdani et al. 2011).

Figure 4 shows tumbling and tank-treading frequencies of a simulated RBC in shear flow in comparison with experiments (Tran-Son-Tay et al. 1984; Fischer 2007). Here, \( \eta_i \) and \( \eta_o \) denote the external and internal fluid viscosities, while \( \eta_m \) is the RBC membrane viscosity. Comparison of simulations and experiments reveals that a purely elastic RBC with or without internal fluid is not able to correctly predict cell tank-treading frequencies, because such a membrane model lacks viscous dissipation. Addition of the membrane viscosity decreases the tank-treading frequencies leading to a good agreement with experiments for the membrane viscosity \( \eta_m = 22 \times 10^{-3} \text{ Pa s} \). In all cases, a finite region of intermittent dynamics is observed around the tumbling-to-tank-treading transition, where a RBC experiences strong deformations and shows partially both tumbling and tank-treading dynamics. Also, the intermittent region is found to become wider for a nonzero internal fluid and membrane viscosity and shifts to higher shear rates. The degree of RBC deformations in the intermittent region depends on the Föppl-von Kármán number \( \gamma = 4 \mu R_0^2/\kappa \), where \( \mu \) is shear elastic modulus and \( \kappa \) is the bending rigidity. As an example, an increase in the RBC bending rigidity by a factor of five implies that the aforementioned shape deformations are considerably reduced, while the factor of ten in \( \kappa \) value leads to virtually no shape deformations in the intermittent region.
Finally, the swinging frequency of a RBC is equal to twice the tank-treading frequency, because the spectrin network has to perform two ‘flipping’ motions to make a full rotation.

The dynamics of fluid vesicles in shear flow is quantitatively predicted by the Keller–Skalak (KS) theory (Keller and Skalak 1982). Recently, the KS theory was extended to capsules with fixed ellipsoidal shapes in order to account for a free-energy barrier, which affects the transition between three modes: tumbling, intermediate (intermittent), and tank-treading (Skotheim and Secomb 2007). When cell shape deformation is also taken into account, two types of swinging oscillation modes coexist: one induced by the shape deformation similar to fluid vesicles and the other induced by the tank-treading energy barrier (Noguchi 2010a). For typical quasi-spherical synthetic microcapsules, where no local energy minimum exists for shape deformation, these two modes are always synchronized and no intermediate modes appear. For RBCs and other capsules accompanied by a local energy minimum, coupling of these two modes generates a more complicated phase behavior. In oscillatory shear flow, RBCs (Noguchi 2010b) and fluid vesicles (Noguchi 2010c) exhibit various types of oscillatory dynamics such as the coexistence of two or more limit-cycle oscillations at high shear frequencies.

3.3 RBC dynamics in capillary flow

RBC dynamics in Poiseuille flow in tubes with a diameter comparable with the RBC diameter was the subject of investigation in several experiments (Suzuki et al. 1996; Abkarian et al. 2008; Tomaiuolo et al. 2009). The main feature of this flow is the transition from the biconcave RBC shape at rest to a parachute-like shape or bullet shape depending on the flow rate and confinement. A RBC may attain the parachute shape when it is deformed by the flow at the tube center. Slipper shapes, which are characterized by a non-axisymmetric shape, are also observed for high flow rates. However, it is not yet entirely clear, whether these states are transient (e.g., determined by the conditions at inflow into the capillary) or stationary. The transition to the parachute shape of a RBC in Poiseuille flow has been simulated in a tube with a radius in the range $R_{cap} = 4–6 \mu m$ (Fedosov et al. 2010a; Noguchi and Gompper 2005a; McWhirter et al. 2011; Pivkin and Karniadakis 2008); a typical conformation of the parachute shape at flow rates just above the transition velocity is shown in Fig. 5. Poiseuille flow can be characterized by the mean flow velocity defined as $\bar{v} = \int v(r) dA/A$, where $A$ is the area of the tube cross-section, and $v(r)$ is the axial flow velocity.

At small flow velocities, isolated fluid vesicles and modeled RBCs assume a discoidal shape at a reduced volume $V^* = 0.59$ with a non-axial symmetry, where the symmetry axis of the discocyte is oriented perpendicular to the capillary axis. In addition, the perfect rotationally symmetric shape of the discocyte is somewhat distorted, such that the rim is pulled backwards near the walls, and pushed forward in the center. As the flow velocity increases, a RBC exhibits a shape transition from discocyte to parachute shape, while a fluid vesicle of the same reduced volume and bending rigidity transforms into a prolate shape, see the inset of Fig. 6(a) (Noguchi and Gompper 2005a). Since the transformation to a prolate shape implies a much larger in-plane deformation of the membrane than to a parachute, the shear elasticity of RBCs suppresses a prolate shape.

An interesting aspect is the dependence of the transition velocities on the bending rigidity $\kappa$ and shear elastic modulus $\mu$ of model RBCs. In both cases, the dependence of the transition velocity on the elastic parameters is linear shown in Fig. 6. This behavior can be traced back to the balance of

---

**Fig. 4** Tumbling and tank-treading frequency of a RBC in shear flow for different cases: (1) $\eta_e = 5 \times 10^{-3} \text{Pas}$, $\eta_i = \eta_m = 0$ (triangles); (2) $\eta_e = \eta_i = 5 \times 10^{-3} \text{Pas}$, $\eta_m = 0$ (circles); (3) $\eta_e = \eta_i = 5 \times 10^{-3} \text{Pas}$, $\eta_m = 22 \times 10^{-3} \text{Pas}$ (squares), where $\eta_e$, $\eta_i$, and $\eta_m$ are the external, internal fluid, and membrane viscosities, respectively. The region of intermittent dynamics is marked by corresponding colored boxes around the tumbling-to-tank-treading transition.

**Fig. 5** Simulation snapshot of the parachute shape of a RBC in a microchannel of radius $R_{cap} = 4.6 \mu m$, which forms when a threshold flow rate is exceeded.
Transitions of model RBCs (with $\mu R_0^2/\kappa T = 110$) from discocyte to parachute (circles), as well as transitions of fluid vesicles from discocyte to prolate (squares), are shown. Solid and broken lines are linear fits to the data. The sliced snapshots for $\kappa/\kappa_B T = 20$ show model RBCs at $v_{\text{m}}/R_{\text{cap}} = 52$ and 107 (top row), and fluid vesicles at $v_{\text{m}}/R_{\text{cap}} = 41$ and 69 (bottom row). (b) Transition velocities of elastic vesicles for $\kappa/\kappa_B T = 10$, at the discocyte-to-parachute transition (top curve) and at the parachute-to-discocyte transition (bottom curve). The time unit $\tau = \eta_0 R_{\text{cap}}^3/\kappa B T$ is the longest relaxation time of a quasi-spherical fluid vesicle with a reference bending rigidity $\kappa_B T$. Reused with permission from Noguchi and Gompper (2005a)

Fig. 6 Dependence of the shape-transition velocity on (a) the bending rigidity $\kappa$ and (b) the shear modulus $\mu$ in the dilute suspension at $R_{\text{cap}}/R_0 = 1.4$. (a) Transitions of model RBCs (with $\mu R_0^2/\kappa B T = 110$) from discocyte to parachute (circles), as well as transitions of fluid vesicles from discocyte to prolate (squares), are shown. Solid and broken lines are linear fits to the data. The sliced snapshots for $\kappa/\kappa_B T = 20$ show model RBCs at $v_{\text{m}}/R_{\text{cap}} = 52$ and 107 (top row), and fluid vesicles at $v_{\text{m}}/R_{\text{cap}} = 41$ and 69 (bottom row). (b) Transition velocities of elastic vesicles for $\kappa/\kappa_B T = 10$, at the discocyte-to-parachute transition (top curve) and at the parachute-to-discocyte transition (bottom curve). The time unit $\tau = \eta_0 R_{\text{cap}}^3/\kappa B T$ is the longest relaxation time of a quasi-spherical fluid vesicle with a reference bending rigidity $\kappa_B T$. Reused with permission from Noguchi and Gompper (2005a)

Fig. 7 Flow velocity $v_{\text{m}}$ dependence of (a) hematocrit ratio $H_T/H_D = v_{\text{m}}/v_{\text{ves}}$ and (b) flow resistance $\Delta P_{\text{ves}}/v_{\text{ves}}$ per vesicle in the dilute suspension for $\kappa/\kappa_B T = 20$, $\mu R_0^2/\kappa B T = 110$, and $R_{\text{cap}}/R_0 = 1.4$. The solid and broken lines correspond to model RBCs and fluid vesicles, respectively. Reused with permission from Noguchi and Gompper (2005a)

low confinements. This shape transition also leads to a slight decrease in the flow resistance similar to the parachute transition. New simulations of RBCs in 3D cylindrical capillaries are needed to investigate the possible region of flow properties and confinements, where stable slipper shapes exist.

The ratio $H_T/H_D$ of tube hematocrit $(H_T)$ of RBCs in a microcapillary and discharge hematocrit $(H_D)$ decreases with increasing flow velocity. This effect was first observed in 1929 and is called the Fahraeus effect (Fahraeus 1929). Simulation results for the hematocrit ratio $H_T/H_D$ and the pressure drop $\Delta P_{\text{ves}}$ per vesicle/cell for both fluid vesicles and model RBCs are shown in Fig. 7. The hematocrit ratio is given by the ratio of vesicle velocity $v_{\text{ves}}$ and mean flow velocity $v_{\text{m}}$ as

$$H_T/H_D = v_{\text{m}}/v_{\text{ves}}.$$  \hfill (2)

The pressure drop $\Delta P_{\text{ves}}$ per vesicle is calculated by

$$\Delta P_{\text{ves}} = 8\eta_0 (v_0 - v_{\text{m}}) L_{\text{ves}}/R_{\text{cap}}^2,$$  \hfill (3)

where $v_0$ is the mean velocity of fluid flow without vesicle presence for the same pressure gradient, and $L_{\text{ves}}$ is the capillary length per vesicle/cell. Since vesicles/cells are more deformed and feel a stronger lift force away from the walls at higher flow velocity, they occupy a narrower region in the center of the capillary, and thereby flow faster than the surrounding fluid/plasma (which implies the Fahraeus effect).
and disturb the original Poiseuille flow less (which implies a reduction in the pressure drop).

4 Blood rheology and structure

Rheological properties of blood are governed by RBCs due to their high volume fraction. RBCs in whole blood are able to form aggregate structures called “rouleaux,” which resemble stacks of coins (Merrill et al. 1963, 1966; Chien et al. 1970). The RBC aggregation is associated with the plasma proteins (Merrill et al. 1966; Chien et al. 1970) such that an increase in fibrinogen concentration leads to a significant increase in blood viscosity (Merrill et al. 1966). Moreover, whole blood appears to exhibit a yield stress (a threshold stress for flow to begin) (Merrill et al. 1963; Cokelet et al. 1963; Copley et al. 1973). In simulations, blood is modeled as a suspension of RBCs, which is characterized by a bulk hematocrit $H_t$.

Rouleaux structures in blood are formed at rest or at sufficiently small shear rates. As the shear rate is increased, the rouleaux structures break up into smaller ones, while at high shear rates, the RBCs are fully dispersed (Zhao et al. 1998). The aggregation process is reversible, and rouleaux can reform if the shear rate is decreased or flow is stopped. The formation–destruction behavior of rouleaux is well reproducible in simulations (Fedosov et al. 2011b), and Fig. 8 shows simulated rouleaux structures in equilibrium.

4.1 Blood viscosity and RBC aggregation forces

The viscosity of whole blood and of non-aggregating RBC suspension has been measured at physiological temperature $37 \, ^{\circ}C$ for different $H_t$ values in several rheological experiments (Merrill et al. 1963; Chien et al. 1966; Skalak et al. 1981). The blood viscosity in simulations (Fedosov et al. 2011b) has been obtained from a RBC suspension in simple shear flow, as shown in Fig. 9. The blood viscosity was computed over a wide range of shear rates $\dot{\gamma}$ from 0.01 s$^{-1}$ to approximately 1,200.0 s$^{-1}$ and is presented in Fig. 10, in comparison with experimental measurements (Merrill et al. 1963; Chien et al. 1966; Skalak et al. 1981) at $H_t = 0.45$. The plot shows the relative viscosity—the RBC suspension viscosity normalized by the viscosity of the suspending media—for aggregating and non-aggregating RBC suspensions. The model predictions are in excellent agreement with the experimental data, and the model clearly captures the effect of aggregation on the viscosity at low shear rates. Other attempts in modeling (Bagchi et al. 2005; Wang et al. 2009) of two-cell and of multiple-cell aggregates (Liu and Liu 2006) focused mainly on their flow behavior. For instance, Liu and Liu (2006) studied the dependence of viscosity on RBC aggregation in simulations of up to ten aggregated RBCs in shear flow; however, the viscosity predictions did not reproduce the steep increase in viscosity at low shear rates.

The strength of RBC aggregation in simulations was calibrated based on the viscosity value for a single shear rate, since exact RBC aggregation forces are not known (Fedosov et al. 2011b). The correct model predictions for whole blood with RBC aggregation shown in Fig. 10 allow an estimate of the maximum force required to break up two aggregated RBCs. The breakup force in the normal direction was found to be in the range 3.0–7 pN, where the lower...
4.2 Blood yield stress

Whole blood is believed to require a nonzero threshold shear stress for flow to begin, which is called a yield stress (Merrill et al. 1963; Cokelet et al. 1963; Copley et al. 1973). The existence of yield stress is difficult to confirm both experimentally and theoretically; this is usually done by an extrapolation of viscosity data to zero shear rate, as it has been done, for example, for blood by Merrill et al. (1966). Following the same extrapolation method (Merrill et al. 1966), a polynomial is fitted to the simulated data for $H_t = 0.45$ (Fedosov et al. 2011b) (see Fig. 11) in coordinates $(\gamma^{1/2}, \tau_y^{1/2})$, where $\gamma$ is the shear rate and $\tau_y$ the shear stress (Casson plot). The fitted curves show that the extrapolated yield stress $\tau_y$ is nonzero for the aggregating RBC suspension, while it vanishes for a suspension without cell aggregation.

The yield stress for whole blood has been associated with the existence of rouleaux structures (Merrill et al. 1963; Cokelet et al. 1963; Copley et al. 1973); simulations (Fedosov et al. 2011b) confirm this proposition. In practice, a direct measurement of yield stress is not feasible and yield stresses derived from viscometric data may not be consistent with those derived from non-rheological measurements (Picart et al. 1998). For human blood, the yield stress was found experimentally to lie between 0.0015 and 0.005 Pa at $H_t = 0.45$ (Merrill et al. 1963), while the simulations (Fedosov et al. 2011b) predict $\tau_y$ to be about 0.0017 Pa.

4.3 Blood structure and single-cell dynamics

The non-Newtonian viscosity and yield stress in blood arise from RBC deformability, dynamics, and inter-cell interactions. Simulations allow the examination of the structure and dynamics of the RBC suspension on the single cell level, while such information may be difficult or not feasible to obtain experimentally. The local microstructure of blood can be characterized by the radial distribution function (RDF) of RBC centers shown in Fig. 12(a) (Fedosov et al. 2011b). Except for the “correlation hole” at small distances $r \lesssim 2 \mu m$ due to excluded volume interactions, no significant structures are found for the no-aggregation case over a wide range of shear rates. Only at small shear rates, a noticeable peak in the red solid curve is observed at $r = 8 \mu m$, which corresponds to the long RBC diameter and indicates that neighboring RBCs have a preference for alignment with the flow. The other solid curves demonstrate that any microstructure fully disappears at higher shear rates, and therefore the shear-
Fig. 12 Structural and dynamical properties of RBC suspension at $H_t = 0.45$ with sample snapshots of RBC conformations. (a) RBC suspension's structure characterized by the radial distribution function. (b) RBC asphericity distributions to describe cell deformations through the deviation from a spherical shape. The asphericity is defined as $\left[ (\lambda_1 - \lambda_2)^2 + (\lambda_2 - \lambda_3)^2 + (\lambda_3 - \lambda_1)^2 \right] / (2R_g^4)$, where $\lambda_1 \leq \lambda_2 \leq \lambda_3$ are the eigenvalues of the gyration tensor and $R_g^2 = \lambda_1 + \lambda_2 + \lambda_3$. The asphericity for a RBC in equilibrium is equal to 0.154. (c) Orientational angle distributions for various shear rates. The RBC orientational angle is defined by the angle between the eigenvector $V_1$ of the gyration tensor and the flow gradient direction ($y$). The theoretical prediction curve corresponds to the orientational angle distribution of a single tumbling RBC in shear flow calculated using the theory by Abkarian et al. (2007). Plots are reused with permission from Fedosov et al. (2011b).

Thinning behavior of a non-aggregating RBC suspension is not related to microstructural changes. In contrast, the aggregating RBC suspension displays the presence of small RBC structures (2–4 RBCs) at low shear rates as indicated in the case of $\dot{\gamma} = 0.045$ s$^{-1}$ by the large peak at $r \simeq 3 \mu$m in Fig. 12(a). An increase in the shear rate results in the gradual dispersion of rouleaux, while at high shear rates, observation indicates that any difference in microstructure has disappeared between the aggregating and non-aggregating RBC suspension. Thus, it is clear that it is the aggregation interactions between RBCs which lead to the steep increase in blood viscosity at low shear rates and to yield stress, since larger rouleaux structures have to be broken apart before blood is able to flow.

In Sect. 3.2, we discussed the dynamics of a single RBC in shear flow, which can be described by the tumbling motion at low shear rates and tank-treading motion at high shear rates. Similar RBC behavior is expected within a sheared cell suspension. Figure 12(b, c) illustrate average RBC deformation and dynamics in a suspension at different shear rates.
At low shear rates, RBCs tumble, which is indicated by the nearly constant RBC asphericity of about 0.154 (equilibrium value for a discocyte shape) and by the broad orientation angle (θ) distribution in Fig. 12(c). Due to large cell crowding, RBC tumbling is slightly hindered in non-aggregating suspensions compared to the theoretical prediction of tumbling of a single RBC. RBC aggregation leads to a nearly uniform orientation angle distribution at low shear rates. At high shear rates, \( \dot{\gamma} \gtrsim 200 \text{s}^{-1} \), RBCs transit to tank-treading motion characterized by a narrow θ distribution in Fig. 12(c). RBCs also strongly elongate, as indicated by the shift of the asphericity distribution to higher values in Fig. 12(b).

In the intermediate range of shear rates, between 5 and 200 s\(^{-1}\), RBCs experience strong deformations shown by a smaller RBC asphericity than that in equilibrium (Fig. 12(b)), which indicates that RBCs attain on average a more spherical shape and go through transient folded conformations. Note that RBC aggregation does not affect blood viscosity in this range of shear rates, and therefore a more spherical RBC shape leads to shear thinning through a reduction in shear stresses due to lower tumbling constraints in comparison with the biconcave RBC shape. Moreover, the tumbling-to-tank-treading transition further decreases the shear stresses resulting in shear thinning.

### 5 Blood flow and RBC clustering

#### 5.1 Fahraeus–Lindqvist effect

The Fahraeus–Lindqvist effect (Fahraeus and Lindqvist 1931) describes a decrease in the apparent blood viscosity with decreasing tube diameter found in experiments of blood flow in glass tubes (Pries et al. 1992). The apparent viscosity is calculated as follows

\[
\eta_{\text{app}} = \frac{\pi D^4}{128 iL} = \frac{\Delta P D^2}{32 \delta L},
\]

where \( D = 2R_{\text{cap}} \) is the tube diameter, \( Q \) is the flow rate, and \( \Delta P/L \) is the pressure drop in a tube of length \( L \). For higher hematocrit \( H_T \), the apparent viscosity increases, since higher cell crowding leads to a larger flow resistance. For convenience, we define the relative apparent viscosity as

\[
\eta_{\text{rel}} = \frac{\eta_{\text{app}}}{\eta_0},
\]

where \( \eta_0 \) is the plasma viscosity. Figure 13 presents simulation results (Fedosov et al. 2010b) in comparison with the experimental data (Pries et al. 1992) for different \( H_T \) values and tube diameters numerically verifies the Fahraeus–Lindqvist effect. Similar results for the Fahraeus–Lindqvist effect were also obtained in other simulation approaches, see Bagchi (2007), Doddi and Bagchi (2009), Freund and Orescanin (2011).

#### 5.2 Cell-free layer

The cell-free layer (CFL) is a near-wall layer of blood plasma void of RBCs. In tube flow, RBCs migrate toward the tube center due to hydrodynamic interactions (lift force) with the wall, which results in a near-wall layer free of cells. The viscosity in the CFL region is nearly equal to the plasma viscosity, and thus much smaller than in the tube center populated with RBCs. The CFL serves as an effective lubrication layer for the viscous RBC core to flow. The thickness of the CFL is associated with the Fahraeus–Lindqvist effect such that in small tubes, the CFL thickness is comparable with the tube diameter resulting in a smaller relative apparent viscosity, while in larger tubes, the CFL thickness is negligible with respect to the tube diameter.

To calculate the CFL thickness \( \delta \) in simulations, the outer edge of the RBC core is determined as shown in Fig. 14, which is similar to the experimental CFL measurements (Maeda et al. 1996; Kim et al. 2007). In this approach, the cell edge is obtained by projecting the RBC vertices of a simulation snapshot onto the \( x-y \) plane, and the curves of RBC core were fitted at the bottom and the top using the projected vertices with the smallest and largest \( y \) coordinates. The average distance from the wall to the cell edge is then taken to be the CFL thickness. Figure 15 presents CFLs for different tube diameters and \( H_T \) values in compari-
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In microcapillaries with diameters of 10 μm or less, the particulate nature of blood plays a particularly important role, because the cell and the capillary size are nearly the same. Therefore, in this regime, small variations of the capillary radius can lead to drastic changes in the arrangements of the cells and their flow behavior.

In dense suspensions of RBCs in narrow capillaries with radii \( R_{\text{cap}}/R_0 = 1.23 \) and 1.4, which correspond to diameters of 8.4 and 9.6 μm, respectively, three distinct phases are obtained in simulations (McWhirter et al. 2009, 2012), which are shown in Fig. 16: (a) Disordered biconcave-disk-shaped RBCs at low density and low velocity, (b) Parachute-shaped RBCs aligned in a single file at low density and high velocity, (c) Slipper-shaped RBCs arranged as two parallel interdigitated rows at high density. At the low density \( R_0/L_{\text{vess}} \lesssim 0.7 \), the RBCs show the transition from discocyte to parachute similar to the isolated RBCs in Sect. 3.3. At low velocities, however, the symmetry axes of the RBCs deviate from the perpendicular orientation to the capillary axis observed for single cells (see Sect. 3.3), due to the hydrodynamic interaction between the RBCs; instead, the RBC positions and the directions of their symmetry axes are rather randomly distributed. In contrast, the parachute-shaped RBCs at high flow velocities are aligned in a single file. This implies that the
RBCs move with nearly identical velocity. At high densities $R_0/L_{ves} \gtrsim 0.7$, the aligned-parachute phase becomes unstable and is replaced by the zigzag-slipper phase. The lift force from capillary wall and hydrodynamic interactions between neighboring RBCs stabilize the zigzag arrangement. When a parachute-shaped RBC comes close to the capillary wall due to thermal fluctuations, the next RBC moves toward the opposite side. Subsequently, the zigzag alignment propagates backwards.

For a wider capillary with $R_{cap}/R_0 = 1.58$, corresponding to a capillary diameter of 10.8 $\mu$m, the alignment is less pronounced and the boundaries between phases with different structural arrangements are blurred (McWhirter et al. 2012). Near a phase boundary, two structural arrangements often coexist. At high hematocrit, the interlocking rows of the zigzag alignment are intermittently replaced by an asymmetric distribution of RBCs in two rows, as shown in Fig. 17. Thus, a sufficiently small radius of the capillary is required to form clear aligned phase. The aligned-parachute and zigzag-slipper phase of RBCs have been observed experimentally in glass capillaries (Gaehtgens et al. 1980) and in microvessels (Skalak 1969).

The hydrodynamic interactions between RBCs can induce clustering of the parachute-shaped RBCs even at hematocrits $H_T < 0.1$. Long-lived clusters are observed in simulations—without attractive interactions between RBCs—when the flow velocity is large enough to induce parachute shapes of single RBCs, shown in Fig. 18 (McWhirter et al. 2009, 2011).

Cluster stability increases with increasing flow velocity. At velocity close to the threshold of the discocyte–parachute transition, the front RBC often detaches from the cluster, and therefore the size of the clusters is strongly fluctuating. It is interesting to notice that RBCs in a cluster are not touching each other, but remain at a finite, rather well-defined distance. Two physical mechanisms are responsible for the formation and stability of such clusters. First, in the clusters, the shear stress on a RBC is partially shielded by other RBCs, so that the RBCs are less deformed than isolated single RBCs. Thus, a single RBC can move a little faster with the flow, catch up with a cluster in front, and thereby contribute to cluster growth. Second, the fluid flow in the microcapillary induces a fluid vortex (called “bolus”) between neighboring RBCs (Wang and Skalak 1969; Goldsmith and Skalak 1975), which keeps the cells at a distance comparable to the RBC size. The formation of a bolus can be understood most easily by considering a co-moving reference frame with the RBCs in the cluster. In the stationary state, the parachute-shaped RBCs move like solid objects, while the flow near the wall moves “backwards” with high velocity; this induces a vortex-like flow between the RBCs—the bolus.

White blood cell and platelet margination

White blood cells (WBCs) participate in the organism defense against various infections. To perform their function, WBCs are able to adhere to the vascular endothelium...
(Alon et al. 1995) and transmigrate into the surrounding tissue (Springer 1995). WBC adhesion is only possible if they are in close proximity (a few tens of nanometers) to a vessel wall. Migration of WBCs to the vessel walls is called margination (Bagge and Karlsson 1980; Goldsmith and Spain 1984; Firrell and Lipowsky 1989), and this process is facilitated by flowing RBCs in blood. As we discussed in Sect. 5, RBCs migrate to the vessel center due to cell-wall hydrodynamic interactions (lift force) (Messlinger et al. 2009; Cantat and Misbah 1999; Sukumaran and Seifert 2001; Akkarian et al. 2002). The lift force on RBCs is larger than that on WBCs because of the non-spherical biconcave shape and deformability of RBCs. These interactions are believed to lead to the margination of WBCs in microvessels shown in Fig. 19 such that WBCs remain mostly near a wall (Goldsmith and Spain 1984; Firrell and Lipowsky 1989) in blood flow, and therefore they have high chances for adhesion whenever necessary.

It is plausible to expect that WBC margination is affected by various blood flow properties including hematocrit $H_T$, local flow rate and geometry, and RBC aggregation (Freund 2007; Fedosov et al. 2012; Bagge and Karlsson 1980; Firrell and Lipowsky 1989; Pearson and Lipowsky 2000; Abbitt and Nash 2003; Jain and Munn 2009). For instance, an increase in WBC adhesion (and therefore also margination) was observed with decreasing flow rate at relatively high $H_T > 0.45$ in vivo experiments in mesenteric venules of rat (Firrell and Lipowsky 1989). However, recent in vitro experiments in microfluidic channels (Jain and Munn 2009) have identified an intermediate range of $H_T \approx 0.2–0.3$, where the strongest WBC margination occurs. In contrast, the experiments on WBC adhesion in glass capillaries (Abbitt and Nash 2003) showed no dependence of WBC adhesion and margination on $H_T$. It has been also found consistently that WBC margination and adhesion is enhanced at low flow rates and due to RBC aggregation interactions (Firrell and Lipowsky 1989; Pearson and Lipowsky 2000; Abbitt and Nash 2003; Jain and Munn 2009).

Adhesive dynamics of WBCs on a surface have been studied in simulations (King and Hammer 2001; Khismatullin and Truskey 2005; Jadhav et al. 2005; Korn and Schwarz 2008) under a flow without RBCs, and therefore the WBC margination effect was not considered. 2D simulations (Sun et al. 2003) with rigid discoidal RBCs and a circular WBC qualitatively showed that flowing RBCs participate in WBC margination. In the other 2D numerical study with deformable, and therefore more realistic, cells (Freund 2007), it was quantitatively shown that WBC margination is enhanced with decreasing flow rate, in agreement with the available experiments. However, these simulations claimed virtually no dependence of WBC margination on $H_T$. In addition, WBC margination has been found to be relatively insensitive to RBC deformability, which suggests that the RBC discoidal shape mainly determines the lift force on a RBC (Freund 2007). Recent 2D simulation study (Fedosov et al. 2012) considered WBC margination for wide ranges of flow rates and $H_T$ values as well as for RBC aggregation. Attenuation of WBC margination with increasing flow rate has been found to be consistent with previous numerical and experimental studies (Freund 2007; Firrell and Lipowsky 1989; Pearson and Lipowsky 2000; Jain and Munn 2009); however, a pronounced effect of $H_T$ on WBC margination has been identified such that it first increases with increasing hematocrit, but then decreases again at higher hematocrits (Fedosov et al. 2012). These results are in good agreement with the experiments on WBC margination in rectangular microchannels (Jain and Munn 2009), where WBC margination was optimal in the range $H_T = 0.2–0.3$. The results of Fedosov et al. (2012) have also provided an explanation for the seeming independence of WBC margination and adhesion on $H_T$ found in previous simulations (Freund 2007) and experiments (Abbitt and Nash 2003), such that considered flow rates and $H_T$ values used by Abbitt and Nash (2003), Freund (2007) were almost entirely within the region of strong WBC margination. Moreover, WBC deformability has a strong effect on margination since a deformed WBC may significantly depart from the spherical shape, and RBC aggregation enhances WBC margination at high $H_T$ values (Fedosov et al. 2012).

Platelets take part in the hemostasis, a process which stops bleeding from an injured vessel. This process also requires platelets to be marginalized to the vessel walls such that their concentration is high enough in the near-wall layer (Tangelder et al. 1985). The platelet margination process is similar to that for WBCs, where RBCs expel the other cells from the vessel center to the wall. However, in comparison with WBCs, platelets are much smaller and relatively rigid; also they possess an ellipsoid-like shape. Therefore, the physical mechanisms of margination as well as the margination dependence on various blood flow properties may be different for platelets and WBCs. Recent 2D simulations (Crowl and Fogelson 2010, 2011) found that a near-wall platelet excess develops more quickly at high flow rates, while platelet concentration next to the wall is dependent on $H_T$. Another theoretical investigation (Tokarev et al. 2011) suggests that
finite size of platelets may be responsible for the platelet margination effect due to excluded volume interactions between platelets and RBCs and to the shear dispersion of platelets in flow. 3D simulations of platelet margination in microvessels (Zhao and Shaqfeh 2011b) demonstrated their migration toward the vessel walls, which was explained by the platelet expulsion effect and their enhanced lateral diffusivity in blood flow.

7 Modeling hematologic diseases and disorders

Hematologic diseases and disorders such as hypertension, atherosclerosis, malaria, sickle cell anemia may strongly alter normal blood circulation. One of the most common problems in hematologic diseases and disorders is a change in shape, structure, and viscoelastic properties of individual RBCs. For example, RBCs infected by the Plasmodium falciparum (Pf) parasite in malaria are subject to a tenfold increase in their membrane shear modulus and a spherical shape at the later stages of the intra-cell parasite development (Shelby et al. 2003; Diez-Silva et al. 2010). In addition, infected RBCs in malaria become adhesive and may bind to endothelium and other healthy or parasitized cells (Brown et al. 1999) leading blood flow obstructions in small vessels (Shelby et al. 2003). Another example is sickle cell anemia, which is a blood disorder where polymerized hemoglobin causes irreversible changes to RBC shape and deformability. These changes may result in blood flow occlusion in the microcirculation (Diez-Silva et al. 2010; Higgins et al. 2007). Other hematologic diseases with similar effects are spherocytosis and elliptocytosis (Beck 1991).

The mechanics of Pf-RBCs in malaria was simulated by Fedosov et al. (2011c), Fedosov et al. (2011a), Hosseini and Feng (2012); the results are in agreement with optical tweezers experiments (Suresh et al. 2005) for different stages of intra-RBC parasite development. To characterize the increase in blood flow resistance in malaria, a Poiseuille flow of a suspension of healthy and Pf-RBCs at the trophozoite stage (the second stage of intra-cell parasite development with five times larger membrane shear modulus than that of healthy RBCs) was simulated by Fedosov et al. (2011c). Margination of a Pf-RBC and hemodynamic resistance in microvessels have been also investigated by Imai et al. (2010, 2011). Figure 20 shows the relative apparent viscosity of malaria-infected blood for different parasitemia levels (percentage of Pf-RBCs with respect to the total number of cells in a unit volume) and tube diameters. The effect of parasitemia level on measured flow resistance appears to be more significant for small diameters and high $H_T$ values. For instance, at $H_T = 0.45$, blood flow resistance in malaria may increase up to 50% in vessels with diameters around 10 μm, while for vessel diameters close to 20 μm, the resistance may go up by not more than about 43%. These simulations do not include the effects of cytoadhesion, which may strongly affect blood flow resistance especially in small vessels. Adhesive dynamics of Pf-RBCs at a coated surface has been investigated by Fedosov et al. (2011c,d), where a flipping behavior of Pf-RBC was found, similar to the experimental observations (Antia et al. 2007). In other studies (Quinn et al. 2011; Bow et al. 2011), the flow properties and deformation of Pf-RBCs within microfluidic devices were investigated.

Recent simulations of RBCs and blood in sickle cell anemia (Lei and Karniadakis 2012a,b) took into account complex changes of RBC shapes. RBC morphology, and the viscosity of sickled blood in shear and tube flows have been investigated. It has been found that blood flow occlusion occurs in sickle cell disorder under the condition of intercell and cell-wall adhesive interactions. These results serve as the first steps in realistic modeling of the processes in sickle cell anemia.

8 Conclusions and outlook

The models and results presented in this review demonstrate that state-of-the-art RBC and blood modeling accurately cap-
tures RBC mechanics, rheology, and dynamics. This computational framework for the modeling of blood flow on the cellular level is very general and can be employed to investigate other cell, vesicle, and capsule suspensions with potential usage in biology, medicine, and engineering. The suspension properties may be tuned to yield a desired behavior by changing the solvent viscosity, material properties of suspended cells, and inter-cell interactions.

This opens up the possibility for several new directions in the future. First, the accurate predictions of the non-Newtonian behavior of cell suspensions from simulations allow further explorations of blood rheology and other cell suspensions. For instance, abnormal rheological behavior of blood can be associated with many diseases such as deep venous thrombosis, atherosclerosis, AIDS, myeloma, and diabetes mellitus, which may appear at various sites of the cardiovascular system (Dintenfass 1980; Lowe 1998; Robertson et al. 2008; Franceschini et al. 2010). Such rheological measurements had virtually no theoretical guidelines for their interpretation. Experiments on single cells (Bao and Suresh 2003) are able to provide a base for modeling of various cells, which would also include abnormal and diseased cells. Then, simulations of their suspensions in combination with the inter-cell interactions would allow for quantitative comparisons with experimental rheological measurements and a guidance of clinical measurements for a better diagnosis (Franceschini et al. 2010). Second, blood mediates many different functions in the body including the transport of oxygen, many proteins, and cells, which play essential role in various body processes. These processes do not occur independently of each other, but they might be intimately connected, as shown recently for the link between RBC dynamics, shear viscosity, and ATP release (Forsyth et al. 2011). Cell-level blood flow simulations can play an important role in understanding the intricate interplay between the relevant blood components. Third, microfluidic devices have been developed for the sorting of different blood components, in particular for the separation of pathogens and diseased cells from healthy cells (Abkarian et al. 2006; Davis et al. 2006; Inglis et al. 2008; Hou et al. 2010; Holm et al. 2011). The development and optimization of new devices will strongly benefit from modeling and simulations of realistic flow in microfluidic channels.

The predictive capability of accurate modeling of cell and capsule suspensions can readily be extended to a variety of engineering and material science applications. Such simulations may aid in the development of new soft materials and may drive the tuning process and optimization of their properties. Accurate modeling of such suspensions opens up great opportunities, since simulations are usually more robust and significantly cheaper than equivalent large sets of experimental tests. Moreover, rapid development of the computational capacity of modern supercomputers allows to perform very large and sophisticated simulations, which can closely mimic, extend, or even replace various experimental systems.
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Abstract
We investigate structural and dynamical properties of ultra-soft colloids in dilute and semi-dilute solutions by hybrid mesoscale simulations under linear shear flow. In particular, the influence of functionality on these properties is addressed. Our study combines molecular dynamics simulations for the solute with the multiparticle collision dynamics approach for the coarse-grained solvent. The star polymers exhibit large conformational and orientational changes in shear flow, which we characterize by the radius of gyration tensor and the alignment angle. These quantities show a universal dependence on a concentration- and functionality-dependent Weissenberg number with slight deviations at high shear rates. Moreover, the star polymers display a rotational dynamics with a shear-rate- and concentration-dependent rotation frequency. We attribute the concentration dependence to the screening of hydrodynamic interactions in semi-dilute star-polymer solutions.
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1. Introduction
Macromolecular systems are enormously versatile in their structural and dynamical properties. This has led to their widespread use as structural and functional materials, as well as fluids with tailored properties. The origin of the versatility is that polymer length, polymer architecture, polymer internal composition (in form of multi-block copolymers) and polymer interactions can be easily tuned, with a strong impact on material properties. The large number of variables and the emergent properties in semi-dilute and dense suspensions imply that a detailed theoretical understanding is required to achieve a knowledge-based design of new materials and their flow properties.

In this article, we focus on a special class of macromolecular architectures, which consist of several linear polymers of equal length, tied together at one of their ends to a common center [1]. These star polymers are technologically important in several applications, such as viscosity modifiers in the oil industry [1], or as novel drug-delivery agents [2–4]. Star polymers have very soft interactions, which increase only logarithmically with decreasing distance between their centers [5–8]. Therefore, star polymers are also known as ultra-soft colloids.

The structural, dynamical, and rheological properties of star-polymer solutions strongly depend on the arm number—the functionality f—the lengths of the arms, and the concentration c [9–13]. Experimentally, star polymers have been investigated over a wide range of functionalities, in particular for low and intermediate functionalities 4 ≤ f ≤ 128 in [14–16] and for very large functionality f = 390 in [17]. For concentrations below and moderately above the overlap
concentration \(c^*\), star-polymer solutions are in the fluid phase, while for high concentrations the solution (or melt) becomes glassy [13, 17], in particular for large functionalities. These studies mainly focus on the rheological properties. In the fluid regime, the zero-shear viscosity of star-polymer solutions interpolates between that of linear polymers and hard spheres at fixed volume fraction—defined by the hydrodynamic radius of an individual macromolecule [15]; here, the viscosity is found to strongly depend on the functionality, but only very weakly on the arm length.

Simulations of star-polymer solutions by mesoscale hydrodynamics methods with a molecularly resolved polymer model have mainly focused on the structural and dynamical behavior of individual stars in dilute solution [18, 19], on the dynamic friction between two dragged stars [20], and on rheological behavior of semi-dilute solutions of low-functionality star polymers (with \(f = 10\)) [21]. In a complementary theoretical description of soft colloids [22–24]—such as block-copolymer micelles, hairy colloids, and star polymers, each colloid is represented by just one point particle with effective, coarse-grained interactions. This approach with an equilibrium interaction potential has been employed in [22] to study the nonequilibrium properties of dense solutions of such ultra-soft colloids by mesoscale hydrodynamics simulations. Naturally, such an approach does not capture the flow-induced deformation of the star polymers, and is therefore suitable in the limit of nearly spherical colloids only. As will be illustrated in the article, such deformations are quite pronounced even in concentrated systems and determine the rheological properties of the solution. Furthermore, the use of an equilibrium interaction potential does not include the effect of transient entanglements between the polymer arms [23] or the time-irreversible deformation of the corona [20]. Such transient effects can be mimicked by a memory contribution to the (still spherically symmetric) interaction potential [23]; such an approach has been successfully employed, for example, to predict the dynamics of star-polymer solutions with start-up or step-down shear stress [24].

We focus in this paper on the role of concentration and functionality—with \(10 \leq f \leq 50\)—on the structural and dynamical properties of star polymers in semi-dilute suspensions. We address the deformation and orientation of individual star polymers and unravel their universal behavior in terms of shear rate and functionality. Moreover, we study the scaling properties of the structure factor of individual arms under shear flow. Similar studies have been performed for linear polymers (a star of functionality \(f = 2\)) [25]. As shown in [18, 19], star polymers with \(f \gtrsim 5\) exhibit a tank-treading-like motion, where individual arms undergo collapse and stretching cycles. This leads to a rotation of the whole star, with a frequency which depends upon the shear rate. Here, the questions arise how the star-polymer concentration affects the rotational dynamics, and whether the frequency dependence is similar to the tank-treading motion of vesicles.

The article is organized as follows. In section 2, we introduce the star-polymer model and the mesoscopic hydrodynamics simulation technique, and discuss the choice of model parameters. In section 3, we present our results for the conformational properties, the flow alignment, and the structure factor of star polymers in semi-dilute solution under shear flow. Results for the flow-induced rotational dynamics of stars are presented in section 4. Finally, the results are summarized in section 5.

2. Method and model

2.1. Multiparticle collision dynamics

Multiparticle collision dynamics (MPC) is a particle-based hydrodynamic simulation technique [26–28]. In the MPC algorithm, the solvent is modeled by \(N_s\) point particles with positions \(r_i\) and velocities \(v_i\) \((i = 1, \ldots, N_s)\). The dynamics proceeds in discrete time increments \(h\), denoted as collision time, by alternating streaming and collision steps [27, 28]. In the streaming step, the solvent particles of mass \(m\) move ballistically with their respective velocities and their positions are updated as

\[
 r_i(t + h) = r_i(t) + hv_i(t). \tag{1}
\]

In the collision step, the simulation box is partitioned in cubic cells of linear dimension \(a\) and the solvent particles are sorted into these cells. Their relative velocities, with respect to the center-of-mass velocity of the cell, are rotated around a randomly oriented axis by an angle \(\alpha\), so that

\[
 v_i(t + h) = v_i(t) + (R(\alpha) - I)(v_i(t) - v_{cm}(t)), \tag{2}
\]

where \(R\) is the rotation matrix, \(I\) is the unit matrix, and \(v_{cm} = \sum_{j=1}^{N_c} v_j/N_c\) is the center-of-mass velocity of the cell with \(N_c\) particles. In this stochastic process mass, momentum, and energy are conserved, which ensures that hydrodynamic behavior emerges on larger length scales.

The transport properties of the solvent depend on the collision time \(h\), the rotation angle \(\alpha\), and the average number of particles \((N_c)\) per cell. Tuning these variables allows us to attain solvents with a high Schmidt number, where momentum transport dominates over mass transport. Here, the Schmidt number is defined as \(Sc = v/D\), where \(v = \eta/(m(N_c))\) is the kinematic viscosity and \(D\) is the diffusion coefficient of a MPC particle. We use the parameters \(h/\sqrt{ma^2/(6\eta T)} = 0.1\), \(\alpha = 130^\circ\), and \(N_c = 10\), which yields the solvent viscosity \(\eta_s = 8.7/\sqrt{ma^2T/da^2}\) and the Schmidt number \(Sc \approx 17\).

2.2. Star-polymer model

A star polymer consists of \(f\) linear polymers with one of their ends linked to a common center. A polymer has \(N_m\) monomers of mass \(M\), which are connected by harmonic springs with the potential

\[
 V_b = \frac{k_b}{2}(l_{ij} - l)^2, \tag{3}
\]

where \(l\) is the equilibrium bond length, \(l_{ij} = R_{i,j} - R_i\) is the bond vector, and \(R_{i,j} = |R_{i,j}|\). The spring constant \(k_b\)
is chosen such that even under strong shear flow the change in the equilibrium bond length remains less than a few per cent. Excluded-volume interactions between monomers are taken into account through the repulsive truncated and shifted Lennard-Jones (LJ) potential

$$V_{LL}(r) = 4\epsilon \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} + \frac{1}{4} \Theta(2^{1/6}\sigma - r),$$

(4)

where \(\Theta(r)\) is the Heaviside step function (\(\Theta(r) = 0\) for \(r < 0\) and \(\Theta(r) = 1\) for \(r \geq 0\)).

The equilibrium bond length of each center-arm connection \(l_c\) and LJ diameter of the central monomer \(\sigma_c\) are taken to be twice as large as those for a normal monomer, while the mass of the center monomer is the same as for any other monomer. Moreover, we set \(\epsilon = k_B T\) and \(a = l\). We use the spring constant \(k_s/(k_B T/l^2) = 10^3\), the diameter of a monomer \(\sigma/l = 0.8\) and its mass \(M = 10 m\). We consider polymer arms with \(N_m = 30\) monomers. The velocity Verlet algorithm is used to integrate Newton’s equations of motion of the star polymers with the time step \(\Delta t_m = 5 \times 10^{-4} \sqrt{m^2 l^2/(k_B T)}\).

The solute–solvent coupling occurs in the collision step, where the velocities of the polymer monomers are rotated by calculating the ratio between the shear-rate-dependent \(\beta\)-function is then also applied to other quantities. The velocities of the polymer monomers are rotated according to equation (2) [28–30], but with the center-of-mass velocity of the cell

$$v_{cm}(t) = \frac{\sum_{i=1}^{N_c} m v_i(t) + \sum_{i=1}^{N_c} M v_i(t)}{m N_c + M N_{cm}^c}.$$  

(5)

Here, \(N_{cm}^c\) is the number of the monomers in the considered cell. Thereby, momentum is redistributed between solvent and monomers in the same cell.

We apply three-dimensional periodic boundary conditions for the MPC fluid and the star polymers, and Lees–Edwards boundary conditions to impose shear flow [31, 32]. The latter is a boundary-driven algorithm, where the primary simulation box is fixed in space along with all its periodic replicas along the flow direction. Replicated neighboring boxes in the positive (negative) gradient direction move with constant velocity \(v_B = \pm v\) along (opposite to) the flow direction, where \(v\) is the shear rate. When a particle enters a moving box along the gradient direction, it acquires the extra velocity \(v_B\). This yields a linear fluid velocity profile \(v = v y\) in the flow direction (x-axis) as a function of the particle positions along the gradient direction (y-axis). A local cell-based Maxwellian thermostat (MBS) is applied by which velocities are scaled to maintain the desired temperature of the system [33].

### 3. Structural properties of star polymers in shear flow

We place the star polymers in a cubic simulation box with linear dimension \(L = 100\) and periodic boundary conditions. Their number \(N_p\) depends on concentration and is given in table 1 together with other parameters. We will present results for the arm length \(N_m = 30\) and the functionalities \(f = 10, 20, 30\), and 50. The polymer concentration is measured relative to the overlap concentration,

$$c^* = \left( \frac{3}{2} \pi R_h^3 \right)^{-1}.$$  

(6)

where \(R_h\) is the hydrodynamic radius, which is obtained from the diffusion coefficient of a star in dilute solution extrapolated to infinite system size [34]. The strength of the shear flow is characterized by the concentration-dependent Weissenberg number \(W_i = \beta y \tau_c\), where \(\tau_c = \eta c N_m^2 / (k_B T)\) is the Zimm relaxation time of a polymer arm and \(\beta = \beta(c/c^*)\) is a concentration-dependent scale factor. We introduce the factor \(\beta\) to account for the concentration dependence of the characteristic relaxation time of a star polymer, i.e., \(\beta\) is—up to a constant—equal to the concentration-dependent relaxation time. We consider the relative deformation \(\delta G_{rG}\) (equation (8)) and determine the concentration dependence of \(\beta\) by calculating the ratio between the shear-rate-dependent actual \(\delta G_{rG}\) data at a given concentration and the comparable data for the lowest concentration given in table 1. The obtained \(\beta\)-function is then also applied to other quantities. The same idea has been applied in [21, 35] to study concentration-dependent rheological properties of linear and star-polymer solutions for stars with \(f = 10\). Several independent simulation runs are performed for fixed solution conditions in order to obtain reliable averages of the properties of interest.

### 3.1. Conformational properties

Typical conformations of star polymers in semi-dilute solution under shear flow are shown in figure 1 for \(f = 10\) and \(f = 50\). Comparison of the two functionalities demonstrates that large-functionality stars are less deformed and less aligned with the flow direction than low-functionality star polymers.

The conformational properties of the star polymers can be characterized quantitatively by the radius of gyration tensor, which is defined as

$$G_{yy'} = \frac{1}{N} \sum_{i=1}^{N} \Delta r_{i,x} \Delta r_{i,yy'},$$  

(7)

where \(\Delta r_i\) is the position of the \(i\)th monomer relative to the star center of mass, \(y, y' \in \{x, y, z\}\), and \(N = N_m + 1\) is the total number of monomers in a star. At equilibrium, all diagonal components of \(G_{yy'}\) are equal, i.e., \(G_{yy} = G_{yy} = G_{yy} = (G_{yy}^0)\), where the superscript indicates the equilibrium value at a particular concentration. In the dilute regime \(G_{yy} = (G_{yy}^0) \approx R_g^2/3\), where the radius of gyration \(R_g^2\) follows the scaling relation \(R_g^2 \sim N_m^{2/3} (l^2)\) in terms of arm length and functionality [5, 9, 36, 37], with the exponent \(\nu \approx 0.63\) for

<table>
<thead>
<tr>
<th>(f)</th>
<th>(N_p)</th>
<th>(R_g/l)</th>
<th>(R_h/l)</th>
<th>(c/c^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100–750</td>
<td>7.1</td>
<td>7.1</td>
<td>0.15–1.13</td>
</tr>
<tr>
<td>20</td>
<td>50–375</td>
<td>7.9</td>
<td>9.1</td>
<td>0.16–2.37</td>
</tr>
<tr>
<td>30</td>
<td>30–250</td>
<td>8.5</td>
<td>10.7</td>
<td>0.17–2.57</td>
</tr>
<tr>
<td>50</td>
<td>20–150</td>
<td>9.2</td>
<td>13.2</td>
<td>0.19–2.92</td>
</tr>
</tbody>
</table>
our system. Our scaling exponent is slightly larger than that for polymers in dilute solution due to the relatively short arm length. Longer arms would lead to the same exponent as for linear chains ($\nu \approx 3/5$) [38].

In linear shear flow, polymers become deformed, which is measured by the relative deformation

$$\delta G_{xx}(c/c^*) = \frac{\langle G_{xx}(c/c^*) \rangle - \langle G_{xx}^0(c/c^*) \rangle}{\langle G_{xx}^0(c/c^*) \rangle}$$ (8)

in terms of the gyration tensor. Simulation results of $\delta G_{xx}$ for star polymers of various functionalities in dilute solution are displayed in the inset of figure 2(a). It is clear that $\delta G_{xx}$ decreases with increasing functionality at a given shear rate, or $Wi_c$, due to a difference in the shear resistance, which increases for larger functionalities.

The star-polymer relaxation time depends on its arm number. The relative dependence of the relaxation time on the functionality can be estimated by shifting the $\delta G_{xx}$ curves to the highest-functionality curve in the inset of figure 2(a). Figure 2(a) itself shows the scaled curves as a function of $\phi f Wi_c$, where $\phi f$ is a $f$-dependent scale factor. Clearly, the scaled data follow a common curve within the accuracy of the simulations, which indicates universal behavior of this structural property.

Values of the relative deformation ratio for various concentrations, above and below the overlap concentration, are displayed in figure 2(b). Evidently, a universal curve is obtained as a function of $\phi f Wi_c = \phi f / \beta Wi$ over a wide range of Weissenberg numbers. At low $\phi f Wi_c < 1$, a quadratic dependence of the relative deformation on the Weissenberg number is found for all concentrations and functionalities [18, 21, 35, 39]. At high shear rates, the deformation of the polymers saturates and $\delta G_{xx}$ assumes a maximum value, which depends on the length of polymer arms as well as on the functionality. This finite-polymer-length effect breaks the universality as reflected in the figure. Note that the equilibrium value of the radius of gyration increases with increasing functionality, which partially accounts for the decrease of $\delta G_{xx}$ at high Weissenberg numbers.
Figure 3 displays the concentration dependence of the scale factor $\beta$ for the relaxation time $\tau(c) = \beta(c/c^*)\tau_0$, obtained from the scaling of the radius of gyration tensor and the alignment along the shear direction. The inset shows the functionality dependence of the scale factor $\beta_f$. The line indicates the power-law dependence $\phi_f \sim f^{-2/3}$.

Figure 4. Normalized radius of gyration tensor along the gradient direction $(G_{yy})/\langle G_{yy} \rangle$ as a function of $\phi_f W_i$, for dilute systems of the lowest concentrations (bottom set of curves) and the highest concentrations (upper set of curves) given in Table 1. The symbols are the same as in Figure 2.

In equilibrium, a star polymer is a spherically symmetric object on average. As evident from the above results, this symmetry is broken under shear flow. We characterize the shear-induced asphericity of a star polymer by the ratio of the largest and smallest eigenvalues of the average gyration tensor $(G_1)$ and $(G_3)$. Here, the average gyration tensor is obtained by averaging the gyration tensor first and then by diagonalizing it to calculate the eigenvalues $(G_1)$, $(G_3)$. For a spherically symmetric object, $(G_1)/(G_3) - 1$ is zero and increases as the object becomes asymmetrically deformed, and diverges for a thin rod. Similarly, for star polymers the asphericity is small at low shear rates, while it increases with increasing shear rates, as displayed in Figure 5(a). For low and moderate $\phi_f W_i$, a universal curve for all functionalities and concentrations is obtained, indicating that the $f$ and $c/c^*$ dependence is absorbed in $\phi_f W_i$. At large $\phi_f W_i \gg 1$, the asphericity curves split for the various concentrations and functionalities. At high concentrations, the asphericity is smaller. Higher concentrations lead to a slower decrease of $(G_3)$ (see Figure 4) and to a larger $(G_1)$.

In addition, we present in Figure 5(b) the instantaneous asphericity $G_1/G_3 - 1$, where the $G_i$ are the averages of the eigenvalues of the diagonalized instantaneous radius of gyration tensor. At high shear rates the instantaneous asphericity is equal to the average one, while at low shear rates plateau values are obtained, which depend on functionality and arm length. These shear-independent values characterize the deviation of a star polymer from a perfectly spherical object in equilibrium. Thus, stars of low functionality are more aspherical in comparison to those with high $f$. This property reflects a change in the star structure as functionality increases, namely the inner compact region of a star swells, while the outer soft region is reduced, leading to smaller variations in the star’s instantaneous shape.

The inset of Figure 5(b) shows the instantaneous asphericity for the highest considered concentrations. Here, we also find a universal behavior of stars with different functionalities.
for the functionalities over a wide range of Weissenberg numbers. Only at large $\phi Wi_c$ do curves for the various values of $f$ split. This could be related to the fact that the packing of monomers increases with increasing functionality. The difference between the various curves seems to decrease with increasing concentration and we expect an asymptotic curve for sufficiently high concentrations.

As a measure of the asphericity of star polymers in equilibrium and in dilute solution, we use the quantity [28, 40]

$$A = \frac{(\bar{G}_1 - \bar{G}_2)^2 + (\bar{G}_1 - 2\bar{G}_2 + \bar{G}_3)^2}{(\bar{G}_1 + \bar{G}_2 + \bar{G}_3)^2}. \quad (9)$$

Results for the various functionalities are presented in figure 6. As expected [41–43], the asphericity decreases with increasing functionality and shows a strong dependence on $f$. We find a stronger decrease with $f$ than the theoretically predicted power law $f^{-1}$ [41, 42]; at large functionalities, our data decay approximately as $A \sim f^{-3/2}$. However, our data are in good agreement with the Monte Carlo simulations of [43] for small functionalities. Note that these simulations predict a very weak dependence of $A$ on polymer length only for the considered low-functionality stars polymers. The discrepancy between our simulation data and theory could be related to the relative short length $N = 30$ of the polymer arms and the high monomer packing at large functionalities. The length-independent regime might be accessible for longer polymers only.

### 3.2. Flow alignment

Aside from being deformed, star polymers under shear are also aligned with the flow field. The extent of alignment can be characterized by the angle $\chi_G$ between the eigenvector corresponding to the largest eigenvalue of the average radius of gyration tensor and the flow direction. It is obtained as

$$\tan(2\chi_G) = \frac{2(G_{xx})}{(G_{xx} - G_{yy})}. \quad (10)$$

In figure 7, alignment angles are plotted as a function of $\phi Wi_c$ for various concentrations and functionalities. In the linear response regime $(G_{xx}) \sim \phi Wi_c$ and $(G_{xx}) - (G_{yy}) \sim (\phi Wi_c)^2$, which implies that at low Weissenberg numbers $\tan(2\chi_G) \sim Wi_c^{-1}$ [44, 45]. This power-law dependence is approached for $\phi Wi_c < 5$. At higher $\phi Wi_c$, star polymers assume an approximately ellipsoidal shape, and the angle $\chi_G$ decreases with increasing shear rate. Again, we obtain a universal curve for different concentrations and functionalities over a certain $\phi Wi_c$ range, where $\phi Wi_c$ absorbs any functionality and concentration dependences. The alignment angle at high shear rates follows the scaling law $\tan(2\chi_G) \sim (\phi Wi_c)^{-\delta}$ with the exponent $\delta \approx 0.43$. As for other properties discussed in section 3.1, the alignment angle data split at high shear rates due to the finite size of the polymers. For $\phi Wi_c > 50$, star polymers with a smaller number of arms are slightly more aligned with the flow direction than those with a larger number of arms. We would like to emphasize that for $\tan(2\chi_G)$ only the shear rate can be scaled to obtain a universal curve,
since $\tan(2x_G)$ is dimensionless. The obtained universality for $\phi W_i \lesssim 50$ confirms that $\phi W_i$ is a suitable combination of the functionality and concentration dependence of the relaxation time.

3.3. Static structure factor

Structural changes of a star polymer under flow at different length scales are reflected in its static structure factor

$$S(q) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} (e^{-iqr_i - r_j}).$$

(11)

Figure 8(a) displays equilibrium structure factors along the flow direction for various shear rates is provided in figure 9. The increase of the radius of gyration ($G_{\alpha\alpha}$) leads to a shift of the curves to smaller $q_\alpha$ values. More importantly, the power-law exponent $\nu$ in $S(q_\alpha) \sim q_\alpha^{-1/\nu}$ depends on shear rate. The inset of figure 9 shows the exponents $\nu$ for various functionalities as a function of the Weissenberg number. $\nu$ increases with increasing Weissenberg number and seems to saturate at large $W_i$, which indicates a stretching of the individual polymers. Since some of the polymers are stretched and others are in a coiled state, we expect the exponent to be always smaller than unity. Evidently, there is only a very weak dependence on functionality. As shown in figure 4, the polymers shrink along the gradient direction. Here, we find a very minor change of the power-law exponent $\nu$ toward smaller values. A similar behavior is observed along the vorticity direction.

A comparable change in the scaling behavior of the structure factor of linear polymers under shear flow has been found in [25] by molecular dynamics simulations. In contrast to our star polymers, however, a significantly modified scaling behavior is obtained for linear polymers along the minor axis. The exponent $\nu$ along this axis decreases significantly below the equilibrium value.
4. Rotational dynamics of star polymers in shear flow

4.1. Angular rotation frequency and tank-treading

Under linear shear flow the vorticity is non-zero, which implies a rotational motion of a star with a non-zero rotational frequency. The dynamics of a star polymer is quite different from that of a linear polymer. A linear polymer exhibits tumbling motion [39, 45–48], whereas star polymers show a tank-treading-like rotation for functionalities $f \gtrsim 5$ [18, 19], where individual arms are subject to a cyclic stretching and collapse motion. The rotational dynamics can be characterized by the rotational frequency $\omega$ of the star, which is obtained from the angular momentum [19, 49, 50]

$$L = \sum_{i=1}^{N} M \Delta \mathbf{r}_i \times \Delta \dot{\mathbf{r}}_i$$

and the inertia tensor $\Theta$, with its components

$$\Theta_{\gamma \gamma'} = \sum_{i=1}^{N} M (\Delta \mathbf{r}_i^2 \delta_{\gamma \gamma'} - \Delta \mathbf{r}_{i \gamma} \Delta \mathbf{r}_{i \gamma'})$$

via the relation $L = \Theta \omega$. For a rigid body, this yields the average frequency

$$\omega_r = \left( \sum_{\gamma} \Theta_{\gamma \gamma}^{-1} L_{\gamma} \right)$$

for a rotation around the vorticity axis. Since a star polymer is not a rigid body, we neglect terms containing fluctuations in $\omega_r$ of the individual monomers around the mean value $\omega$. If we neglect the off-diagonal elements of the inertia tensor (13) and replace $\Theta_{\gamma \gamma}$ by its average, we find

$$\langle L_{\gamma} \rangle \approx \langle \Theta_{\gamma \gamma} \rangle \omega^2_r = M \langle G_{\alpha \alpha} \rangle + \langle G_{\gamma \gamma} \rangle \omega^2$$

Another approximation for the angular momentum is obtained when the local velocity of a particle is replaced by the flow field, i.e., $\Delta \dot{r}_i \approx \mathbf{v}(r_i)$. With $\mathbf{v}(r_i) = (\dot{\gamma} \Delta \gamma_i, 0, 0)^T$ follows

$$\langle L_{\gamma} \rangle = -\frac{\dot{\gamma}}{G_{\gamma \gamma}} G_{\gamma \gamma}$$

where the superscript indicates an approximation in terms of the radius of gyration tensor component $G_{\gamma \gamma}$. Hence, we obtain the frequencies

$$\omega_r^L = \frac{\langle L_{\gamma} \rangle}{M \langle G_{\alpha \alpha} \rangle + \langle G_{\gamma \gamma} \rangle}$$

$$\omega_r^C = -\frac{\dot{\gamma}}{G_{\gamma \gamma}}$$

Figure 10 shows an example of rotational frequencies obtained by the various definitions at low and high star-polymer concentrations. The data obtained by equations (14) and (17) are hardly distinguishable, whereas equation (18) yields somewhat larger frequencies $|\omega_r^C|$ at large shear rates. Remarkably, the differences between the various definitions are smaller at larger concentrations.

Figure 11(a) presents reduced rotational frequencies $|\omega_r|/\dot{\gamma}$ calculated according to equation (14) for systems in dilute solution and various functionalities. For weak flow strengths $\dot{\gamma} W_L \ll 1$, the expected dependence $|\omega_r|/\dot{\gamma} \sim (\dot{\gamma} W_L)^{-1}$ is recovered. At higher shear rates, the reduced frequency decreases with increasing Weissenberg number according to the power law $|\omega_r|/\dot{\gamma} \sim (\dot{\gamma} W_L)^{-5}$, which implies that the angular frequency is independent of $\dot{\gamma}$. The figure also demonstrates that the reduced frequency essentially follows a universal curve. Figure 11(b) shows $|\omega_r|/\dot{\gamma}$ for various concentrations and the functionality $f = 50$. Interestingly, a strong concentration dependence is obtained, with reduced slopes for frequency curves at higher concentrations. Starting from the power law $W_L^{-1}$ at low concentrations, the rotational frequency curves approach a $W_L^{-2/3}$ dependence for high concentrations. Such a dependence has also been
Comparison of star polymer and vesicle rotational dynamics

The tank-treading dynamics of star polymers in shear flow has a striking resemblance to the tank-treading behavior of lipid vesicles [51]. To describe the tank-treading motion of a vesicle in shear flow, Keller and Skalak [51] proposed a model (KS model) for a viscous tank-treading ellipsoid. The details of the model are presented in the appendix. The KS model predicts the time dependence of the angle $\phi$ between a material point on the ellipsoid and the $x$-axis to describe tank-treading, and of the inclination angle $\theta$ between the main ellipsoidal axis and the $x$-axis. To compare the predictions of the KS model for tank-treading with our results on star polymers, we identify the ellipsoidal axes $a_i (i = 1–3)$ to be the main axes of the star radius of gyration tensor, i.e., $a_i = \sqrt{\langle G^i \rangle}$. The only unknown parameter is the inner-to-outer fluid viscosity ratio $\lambda$ in the KS model, which slows down the rotational tank-treading frequency as it increases for a fixed shear rate. It is plausible to expect $\lambda$ to be greater than unity, because polymer arms in a star contribute to the star inner viscosity. We vary $\lambda$ in the range $\lambda = 1–6$ in order to fit the relative rotational frequency of star polymers at low concentration and the functionality $f = 10$, and achieve the best fit for $\lambda = 4$. The ratio $\lambda$ expresses the viscosity difference of the fluids inside and outside of a vesicle. For a star polymer, the inside viscosity is the effective viscosity of a polymer solution, with a strong contribution from intramolecular interactions. Similarly, the ratio $\eta_G/\eta$ of the viscosity coefficient $\eta_G$ of a polymer globule in bad solvent and the solvent viscosity $\eta$ has been determined in [52] by Brownian dynamics simulations. $\eta_G$ is also determined by intramolecular interactions, but arises here from volume-exclusion and effective attractive interactions between the monomers. Thus, a direct comparison of the viscosity ratios of these two systems is not possible. Nevertheless, it is interesting to note that the simulations of polymer globules yield $\eta_G/\eta = 2.6$, a value of the same order as our $\lambda$ value.

Figure 12 shows the comparison of the reduced angular frequency of star polymers according to equation (14) at low concentration with the KS model using $\lambda = 4$. The KS model...
predictions agree very well with the simulation data at small and intermediate shear rates. However, at high shear rates a deviation is clearly observed. It is not fully clear whether the star-polymer dynamics at high shear rates becomes dissimilar to that of vesicles or the KS approximation breaks down. The KS theory assumes surface-incompressibility of the flow on the ellipsoid, which is not the case for star polymers. Also, our previous work [21]—where we measured monomer density distribution around the star center for \( f = 10 \)—shows that the star-polymer shape at high shear rates resembles a rhombus rather than an ellipsoid. This shape information is not taken into account in the KS model. In addition, at high shear rates the monomer density within a star is inhomogeneous and the assumption of a constant \( \lambda \) ratio may be too crude. Nevertheless, the KS model confirms the similarity of the star and vesicle dynamics for small and intermediate shear rates.

5. Conclusions

We have studied the conformational and dynamical properties of star polymers under shear flow for various functionalities and concentrations. With increasing functionality, star polymers become more spherical and less deformable. Therefore, high-functionality stars are less elongated and less aligned with the flow direction at a given shear rate. The main result of our simulations is that the dependence of many static and dynamic properties of semi-dilute star-polymer solutions on concentration and functionality can be absorbed into an effective Weissenberg number, which can be factorized into a Weissenberg number \( Wi = \dot{\gamma}\tau \) of a single polymer arm, a concentration-dependent factor \( \beta(c/c^*) \), and a functionality-dependent factor \( \phi_f \).

Interestingly, the factor \( \phi_f \) is found to be a decreasing function of \( f \). In contrast, the equilibrium relaxation time \( \tau_f \) of an individual star polymer in solution has been predicted [9]—based on the Daoud–Cotton approach—to display a power-law dependence \( f^{(2-3\nu)/2} \), with \( (2-3\nu)/2 = 0.1 \) for \( \nu = 0.6 \); this would imply an effective Weissenberg number which slowly increases with \( f \). There is an obvious contradiction between these two results. A possible explanation for the discrepancy is that our simulation results are derived for moderate arm lengths and functionalities, while the scaling arguments apply to very long arms and large functionalities. It would certainly be interesting to investigate star-polymer relaxation times in equilibrium in more detail to clarify this issue.

The second intriguing result is that a comparison of the star-polymer rotation dynamics with the dynamics of fluid vesicles shows a very similar tank-treading behavior for small and intermediate shear rates. This comparison can be used to extract an effective internal viscosity of a star, which is about a factor four larger than the solvent viscosity. It will be interesting to see whether it is possible to predict the viscosity of a dilute star-polymer solution based on this effective internal viscosity.
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Appendix. Keller–Skalak theory

The Keller–Skalak (KS) theory [51] describes tank-treading motion of a vesicle membrane in shear flow. The membrane is assumed to move along a fixed ellipsoidal path. The tank-treading motion is defined by the equations

\[
\frac{\partial \phi}{\partial t} = -\frac{\dot{\gamma} \cos(2\theta)}{z_1(z_2(\lambda - 1) + 2)},
\]

\[
\frac{\partial \theta}{\partial t} = -\frac{\dot{\gamma}}{2} - z_0 \frac{\partial \phi}{\partial t} + \frac{\dot{\gamma}}{2} z_0\dot{z}_1 \cos(2\theta),
\]

where \( \phi \) is the angle between a material point on the ellipsoid and the \( x \)-axis to describe tank-treading, \( \theta \) is the inclination angle between the main ellipsoidal axis and the \( x \)-axis to define orientation of the ellipsoid, \( t \) is time, and \( \lambda \) is the inner-to-outer fluid viscosity ratio. The parameters \( z_i \) (\( i = 0, 2 \)) are determined by the geometrical characteristics of the ellipsoid and are given by

\[
z_0 = \frac{2a_1 a_2}{a_1^2 + a_2^2}, \quad z_1 = \frac{a_1^2 - a_2^2}{2a_1 a_2}, \quad z_2 = g \left( \frac{a_1^2 + a_2^2}{a_1^2} \right), \quad a_i = \frac{a_i}{(a_1 a_2 a_3)^{1/3}},
\]

where the \( a_i \) (\( i = 1, 3 \)) are the semiaxes of the ellipsoid. This model predicts tank-treading motion of a viscous ellipsoid (vesicle) with the inclination angle

\[
\cos(2\theta) = \frac{z_1}{z_0} \left( z_1 + \frac{2}{z_2(\lambda - 1) + 2} \right)^{-1}
\]

and the angular frequency

\[
\omega/\dot{\gamma} = \frac{\cos(2\theta)}{z_1(z_2(\lambda - 1) + 2)}.
\]

The dependence of \( \omega/\dot{\gamma} \) on shear rate, which is displayed in figure 12, arises from the implicit dependence of the \( z_i \) on \( \dot{\gamma} \). Note that at low \( \lambda \) values the ellipsoid shows tank-treading, while at high \( \lambda \) the ellipsoid may exhibit tumbling dynamics.
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We study semidilute star-polymer solutions under shear flow by hybrid mesoscale simulations. Hydrodynamic interactions are modeled by two particle-based simulation techniques, multiparticle collision dynamics (MPC) and dissipative particle dynamics (DPD). Star polymers are considered as a paradigmatic model for ultra-soft colloids with variable softness. The influence of concentration and shear rate on their structural and rheological properties is investigated. Under flow, a star polymer elongates and displays a well-defined alignment angle with respect to the flow direction. Moreover, the structural and rheological properties exhibit a universal behavior as a function of a concentration-dependent Weissenberg number for various concentrations at a given arm length. The rheological properties are characterized by the shear viscosity and the normal-stress coefficients. In dilute solution, the zero-shear viscosity follows the Einstein relation with an effective radius given by the hydrodynamic radius of a star polymer. At high shear rates, the solutions exhibit shear-thinning behavior, where the viscosity decreases faster with increasing shear rate at higher concentrations. We demonstrate that the results obtained from MPC and DPD agree in all scaling properties, with minor quantitative deviations in the numerical values.

1 Introduction

The flow properties of solutions of macromolecules and colloids are of enormous importance for the behavior of many complex fluids, ranging from motor oils and drilling fluids to blood and the cytosol of living cells.1 In many colloidal dispersions, the suspended particles are solid, but a much larger class of complex fluids contains deformable particles such as flexible synthetic polymers, semiflexible biopolymers, droplets, vesicles, capsules, and cells.

Linear and star polymers are particularly interesting model systems, because their size and architecture can be tailored in many different ways.2 Studies of such systems are essential to obtain a detailed understanding of the rheological properties of complex fluids containing soft particles, which is required to design and control the flow behavior of fluids in technological or medical applications.

Star polymers consist of \( f \) identical linear polymer chains, which are linked at one of their ends to a common center. Each polymer arm contains \( N_m \) segments. By changing the arm length \( L = N_m l \), where \( l \) is the bond length, and the functionality \( f \), star-polymer properties can be varied between linear polymers (for \( f = 2 \)) to nearly hard-sphere colloids (large functionality, short arms) and ultra-soft colloids (intermediate functionality, long arms).3–5

The equilibrium properties of star polymers have been studied in considerable detail.3–6 The architecture of star polymers implies that the monomer density is high in the core region and decreases toward the corona. A consequence of this architecture and of the inhomogeneous density distribution is that the interaction is ultra-soft for sufficiently long chains, with a logarithmic dependence on the distance between two stars.3–5 The ultra-soft interaction gives rise to an unusual phase diagram, for example with body-centered cubic (bcc) phases, which are not stable in systems of hard spheres,6–12 reentrant melting,13,14 and fcc-to-bcc transitions.10,14

Much less is known about the dynamical and rheological behavior of star-polymer solutions. Experiments show that self-diffusion decreases with increasing polymer concentration \( c \) according to a power law.15–17 The diffusion coefficient of a star polymer in solution is larger than the diffusion coefficient of a hard-sphere colloid at equivalent volume fractions (defined by the hydrodynamic radius \( R_h \) in the case of star polymers). This is a direct consequence of the deformability and ultra-soft interactions of star polymers, which allow them to squeeze through gaps between other particles more easily. The same mechanism is responsible for the slower increase of the zero-shear viscosity with concentration for soft compared to hard particles.2,15

In particular, it is observed that the viscosity of star-polymer solutions is finite even above the overlap concentration.15–16
a related system of single DNA-grafted colloids, a strong dependence of the effective hydrodynamic radius on the deformation of the grafted polymer chains has been found.17

Theory and simulations have focused on the shape, orientation, and rotation of individual stars in shear flows,18,19 on the dynamical frictional interactions between two stars20 (both by an explicit bead-spring model of polymer chains), and on the rheology of concentrated solutions21,22 (by a coarse-grained description with transient forces23 between star centers).

The aim of the present study is to bridge the gap between the configurational and dynamical properties of individual star polymers, their hydrodynamic and steric interactions and the macroscopic flow behavior of semidilute solutions. So far, such systems have not been studied by simulations. Our investigations will help to establish a relation between the molecular architecture and microscopic deformation of individual soft colloids, and the macroscopic rheological behavior. Computer simulations of linear polymers in semidilute solutions show large deformations and a strong alignment of polymers along the flow direction in simple shear flow.24,25 More importantly, in the stationary state, the conformational and rheological properties for various concentrations are universal functions of the Weissenberg number $W_t = \gamma \tau(c)$, where $\gamma$ is the shear rate and $\tau(c)$ the concentration-dependent polymer end-to-end vector relaxation time at equilibrium. Hence, with decreasing concentration, hydrodynamic interactions affect the conformational and rheological properties only by decreasing relaxation time $\tau(c)$. Experiments on DNA in shear flow26 and simulations of polymer brushes27 lead to a similar conclusion. We investigate here whether ultra-soft colloids in solution display a similar universal behavior in shear flow.

We use a standard bead–spring model to construct a polymer star. In order to account for hydrodynamic interactions, we employ two particle-based mesoscale simulation techniques, multiparticle collision dynamics (MPC)28–30 and dissipative particle dynamics (DPD),31,32 which are introduced in Sec. 2. This serves two purposes. On the one hand, we want to elucidate to what extend the two methods provide quantitatively equivalent results, and thereby test the suitability of these methods for predicting the non-equilibrium behavior of complex fluids; on the other hand, we want to establish method-independently the flow properties of ultra-soft colloids.

We will present and discuss in Sec. 3 several structural properties of star polymers in solutions under shear flow—such as the radius-of-gyration tensor and the alignment angle—as well as the corresponding bulk rheological properties of these solutions—such as shear-dependent viscosity and normal-stress coefficients. Finally, the results obtained by the two simulation techniques are compared with each other and with available experimental data in Sec. 4.

2 Methods and models

To model star-polymer solutions we employ two different mesoscopic simulation techniques: (i) multiparticle collision dynamics (MPC), also called stochastic rotation dynamics (SRD),39,40 and dissipative particle dynamics (DPD).31,32 Both methods implement proper hydrodynamic interactions and have been used in simulations of various soft matter and biological systems.30,33

2.1 Star-polymer model

We consider $N_{sp}$ star polymers, where each star consists of $f$ flexible linear polymer arms with one of their ends attached to a common center, which is illustrated in Fig. 1. Consecutive monomers of a polymer chain (arm) are connected by harmonic springs with the potentials

$$V_s = \frac{k_s}{2}(R_{s+1} - R_s)^2,$$

where $R_{i,j+1} = R_{i,j+1} - R_i$ is the bond vector, $R_{i,j+1} = |R_{i,j+1}|$, and $l$ is the equilibrium bond length. The spring constant $k_s$ is chosen such that even under strong shear stress the change in the equilibrium bond length remains less than a few percent. Excluded volume interactions between star monomers are implemented through the repulsive (truncated and shifted) Lennard-Jones (LJ) potential34

$$V_{LJ}(r) = 4\epsilon \left( \frac{\sigma}{r} \right)^12 - \left( \frac{\sigma}{r} \right)^6 + \frac{1}{4} \Theta(2^{1/6} - r),$$

where $\Theta(r)$ is the Heaviside step function ($\Theta(0) = 0$ for $r < 0$ and $\Theta(1) = 1$ for $r \geq 0$). Since many polymer arms are attached to the center particle, the equilibrium bond length $l$, of each center-arm connection and the LJ diameter $\sigma$, of the central bead are taken to be twice as large as those for a normal monomer. We employ $l$ as the unit of length, $\epsilon = k_BT$ as the unit of energy, and $m_s$, the solvent particle mass, as the unit of mass. The unit of time is defined as $t = \sqrt{m_s l^2/(k_BT)}$. The parameters for star polymers for both MPC and DPD are listed in Table 1. The velocity Verlet algorithm is used to integrate Newton’s equations of motion for the star polymers with time step $\delta t_m = 5 \times 10^{-5} \tau$ in MPC and $\delta t_m = 8 \times 10^{-3} \tau$ in DPD.

2.2 Multiparticle collision dynamics

In the MPC algorithm, the solvent is modeled by $N_s$ point particles with positions $r_i$ and velocities $v_i$ ($i = 1, \ldots, N_s$). The dynamics of these particles proceeds in discrete time increments.
h, denoted as collision time, by alternating streaming and collision steps.29,30 In the streaming step, the solvent particles of mass \( m_s \) move ballistically with their respective velocities, and their positions are updated as

\[
r_i(t + h) = r_i(t) + hv_i(t).
\]

After each streaming step, solvent particles are sorted into the cells of a simple cubic lattice with lattice constant \( a \). Their relative velocities, with respect to the center-of-mass velocity of the cell, are rotated around a randomly oriented axis by an angle \( \alpha \), so that

\[
v_i(t + h) = v_i(t) + \left( R(\alpha) - I \right) (v_i(t) - v_{cm}(t)),
\]

where \( R \) is the rotation matrix, \( I \) is the unit matrix, and

\[v_{cm} = \frac{1}{N} \sum_{i=1}^{N} v_i \]

is the center-of-mass velocity of the cell with \( N \) particles. The collision step is a stochastic process, where mass, energy, and momentum are conserved, which ensures that hydrodynamic behavior emerges on larger length scales.

The star polymers are coupled to the solvent during the collision step, where their monomers are included in the collisions together with the solvent particles.35,36 Thereby, momentum is redistributed between solvent and monomers in the same cell.

Transport properties of the solvent depend on the collision time \( h \), the rotation angle \( \alpha \), and the average number density per cell. Tuning these variables allows us to attain solvents with a high Schmidt number, where momentum transport dominates over mass transport. Some of the simulation parameters for MPC system are summarized in Table 2. These parameters correspond to the solvent viscosity \( \eta_s = 8.7 \sqrt{m_s a / \tau} \) and the Schmidt number \( Sc = 17 \).

Lees–Edwards boundary conditions are applied for the solvent particles. DPD particles interact through simple pairwise-additive forces corresponding to a conservative force \( F^c \), a dissipative force \( F^d \), and a random force \( F^s \). The total force exerted on a particle \( i \) by particle \( j \) consists of the three terms given by

\[
F^c_{ij} = b \left( 1 - \frac{r_{ij}}{r_c} \right) \frac{r_j - r_i}{r_{ij}},
\]

\[
F^d_{ij} = -\gamma \sigma^s a^d \left( r_{ij} \right) (v_i - v_j),
\]

\[
F^s_{ij} = \sigma_{con} \omega^s \left( r_{ij} \right) \xi_{ij},
\]

where \( r_{ij} = r_i - r_j \), \( r_{ij} = r_i - r_j \), and \( v_{ij} = v_i - v_j \). The coefficients \( b, \gamma, \) and \( \sigma_{con} \) determine the strength of conservative, dissipative, and random forces, respectively. \( \omega^s \) and \( \omega^d \) are weight functions and \( \xi_{ij} \) is a symmetric normally-distributed random variable with zero mean and unit variance. All forces act within a sphere of cutoff radius \( r_c \). The random and dissipative forces must satisfy the fluctuation-dissipation theorem12 in order for the DPD system to maintain the equilibrium temperature \( T \), which is enforced through the two conditions \( \omega^s (r_{ij}) = [\omega^s (r_{ij})]^\wedge \) and \( \sigma_{con}^2 = 2 \gamma k_B T \). The usual choice for the weight function is \( \omega^d (r_{ij}) = 1 - r_{ij} / r_c \), where \( p = 1 \) for the original DPD method. However, other choices (e.g., \( p = 0.25 \)) for these envelopes have been used39,40 in order to increase the viscosity of the DPD fluid and bring the Schmidt number in DPD to values representative of real liquids. The time evolution of velocities and positions of particles is determined by Newton’s second law of motion, which is integrated using the velocity–Verlet algorithm.

The simulation parameters for the DPD system are listed in Table 3. With these parameters, we obtain a Schmidt number \( Sc = 1011 \). The time step is set to \( h = h_m = 8 \times 10^{-7} \tau \). Star polymers are constructed similarly to that described in Sec. 2.1 and are coupled to the fluid through DPD forces with \( b_m d l = 0, \gamma_{ps} = 3 \), \( m_p = 7.5 \), and \( p_{ps} = 0.25 \), where the subscript \( ps \) denotes polymer–solvent interactions. Lees–Edwards boundary conditions are employed to model steady shear flow, as described above in Sec. 2.2.

## 3 Results and discussion

A list of parameters for star-polymer solutions for both mesoscale hydrodynamic simulation techniques is given in Table 4; it provides information about the size of simulation box \( L_x \times L_y \times L_z \), the range of number of star polymers \( N_m \) and the ranges of simulated shear rates \( \dot{\gamma} \) and concentrations \( c \). All results are obtained for functionality \( f = 10 \), with arm lengths in the range \( N_m = 10-30 \). Specifically, MPC simulations are performed for \( N_m = 10 \) and 30. DPD simulations for \( N_m = 10 \) and 20. The simulations for \( N_m = 10 \) are performed with both MPC and DPD in order to compare the results and to show that the predictions for the properties of star-polymer solutions are independent of the

| Table 1 Star-polymer parameters in MPC and DPD simulations, where subscripts ‘m’ and ‘c’ denote arm monomers and central bead, respectively |
|-------------------|---|---|---|---|---|
| \( k_B T / a l \) | \( l / l \) | \( \sigma_{al} / l \) | \( \sigma_{s} / l \) | \( M_{e,m} / m_s \) | \( M_{e,c} / m_s \) |
| MPC | 1000 | 2.0 | 0.8 | 1.6 | 10 | 10 |
| DPD | 125 | 2.0 | 0.8 | 1.6 | 2 | 10 |

| Table 2 MPC fluid parameters in the simulations. \( \langle N_s \rangle \) is the average number of solvent particles per cell |
|---|---|---|---|
| \( \dot{\gamma} \) | \( \tau_{c,lm} \) | \( p_{ps} \) |
| 0.1 | 8.7 |

| Table 3 DPD fluid parameters in simulations. The subscript \( s \) denotes the corresponding parameters for solvent–solvent interactions. \( n_s \) is the solvent number density |
|---|---|---|---|---|---|
| \( b_m / l \) | \( \gamma_{ps} / l m_s \) | \( p_{ps} \) | \( r_c / l \) | \( n_s / m_s k_B T / l^4 \) |
| 0.15 | 3.0 | 0.375 | 8.21 |
employed method. In the other set of simulations with \( N_m = 20 \) in DPD and \( N_m = 30 \) in MPC, we intend to obtain the solution properties for a wider range of arm lengths \( N_m \). We measure concentration relative to the overlap concentration

\[
e' = \left( \frac{4}{3}\pi R_h^3 \right)^{-1}
\]

where \( R_h \) is the hydrodynamic radius.

The applied shear flow is characterized by the dimensionless Weissenberg number \( Wi = \dot{\gamma}\tau_0 \), where \( \tau_0 = \eta N_m^2 \beta/\gamma kT \) is the Zimm relaxation time of a polymer arm in dilute solution. At low shear rates or small \( Wi \ll 1 \), star polymers are close to their equilibrium structure. However, at large \( Wi \gg 1 \), they are strongly deformed and aligned with the flow as shown by the snapshots in Fig. 2. The relaxation time of a star polymer increases with concentration, which suggests to use the concentration-dependent Weissenberg number \( Wi = \beta (c' \gamma) Wi \) to take this change into account. As has been shown recently for semidilute solutions of linear polymers, the concentration dependence of structural and rheological properties is captured very well in this way and universal curves are obtained.24,25

The lengths of typical simulation runs were at least several tens of times the equilibrium polymer relaxation time \( \tau \), and up to several hundred times \( \tau \) for low shear rates.

### 3.1 Radius-of-gyration tensor

Two characteristic conformations of star polymers in solution at intermediate and high shear rates are shown in Fig. 2. To quantitatively characterize the effect of shear flow on the structural properties of star polymers we calculate the radius of gyration tensor of a star polymer according to

\[
G_{\alpha\beta} = \frac{1}{N} \left\langle \sum_{i=1}^{N} \Delta r_{i\alpha} \Delta r_{i\beta} \right\rangle.
\]

where \( N = fN_m + 1 \) is the total number of monomers in a star, \( \Delta r_{ij} \) is the position of the \( j \)th monomer relative to the star center of mass, and \( \alpha, \beta \in \{x, y, z\} \). In equilibrium, all diagonal components of \( G_{\alpha\beta} \) are equal, i.e., \( G_{xx} = G_{yy} = G_{zz} = R_g^2/3 \), where \( R_g \) is the radius of gyration. In the dilute regime, the radius of gyration follows the scaling relation \( R_g^2 \sim N_m^f \gamma_i \gamma_{i}^{-v} \) in terms of arm length and functionality3,8–8 with the exponent \( v \approx 0.63 \) for our system.

Under shear flow, polymers along the flow direction become elongated; their relative deformation in this direction is calculated as

\[
\delta G_{xx}(e/e') = G_{xx}(e/e') - G_{xx}(e/e')
\]

where \( G_{xx}(e/e') \) is the Zimm relaxation time of a polymer arm in dilute solution. At low

}\[
\tau_z = \frac{c}{\gamma kT} \gamma kT
\]

\( N_m \) is the hydrodynamic radius.

\[
\text{Table 4: List of simulation parameters. } L_x, L_y, \text{ and } L_z \text{ denote the dimensions of the simulation box and } \gamma \text{ is the shear rate. } R_{el} \text{ and } R_g \text{ are the equilibrium radius of gyration and hydrodynamic radius in dilute solution, respectively, and } \tau_z \text{ is the Zimm relaxation time.}
\]

<table>
<thead>
<tr>
<th>Method</th>
<th>( N_m )</th>
<th>( N_m' )</th>
<th>( L_x/L_y/L_z )</th>
<th>( R_{el}/L )</th>
<th>( R_g/L )</th>
<th>( \tau_z/\tau )</th>
<th>( c/e' )</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC</td>
<td>10</td>
<td>20–200</td>
<td>30 x 30 x 30</td>
<td>3.54</td>
<td>3.74</td>
<td>870</td>
<td>0.17–1.65</td>
<td>10^{-5}–5 \times 10^{-2}</td>
</tr>
<tr>
<td>MPC</td>
<td>30</td>
<td>100–750</td>
<td>100 x 100 x 100</td>
<td>7.14</td>
<td>7.10</td>
<td>7830</td>
<td>0.15–1.13</td>
<td>10^{-5}–2.5 \times 10^{-2}</td>
</tr>
<tr>
<td>DPD</td>
<td>10</td>
<td>23–299</td>
<td>50 x 34 x 36.2</td>
<td>4.06</td>
<td>4.10</td>
<td>821</td>
<td>0.1–1.3</td>
<td>5 \times 10^{-5}–1.6 \times 10^{-2}</td>
</tr>
<tr>
<td>DPD</td>
<td>20</td>
<td>30–390</td>
<td>76 x 52 x 51.8</td>
<td>5.80</td>
<td>5.46</td>
<td>3285</td>
<td>0.1–1.3</td>
<td>5 \times 10^{-5}–1.6 \times 10^{-2}</td>
</tr>
</tbody>
</table>

\( \text{Fig. 2: Simulation snapshots of star-polymer solutions with functionality } f = 10, \text{ arm length } N_m = 30, \text{ and concentration } c/e' = 0.75 \text{ (where } c' \text{ is the overlap concentration, see Sec. 3). (a) Intermediate shear rate with concentration-dependent Weissenberg number } Wi = 15, \text{ and (b) high shear rate with } Wi = 153 \text{ (for definition of } Wi \text{, see Sec. 3). Only star polymers with their centers in a slice of thickness of twice the radius of gyration } R_g \text{ parallel to the flow-gradient plane are shown. The multiple colors serve to make different star polymers easily distinguishable. Corresponding movies are shown in the ESL†}. \)
where $G_{xx}^0$ is the radius of gyration at equilibrium for a given concentration. A comparison of simulation data of $\delta G_{xx}$ for various concentrations and arm lengths at the same Weissenberg number $Wi$ shows that stars at higher concentrations exhibit a stronger stretching than those at lower $c / c'$. This is due to differences in the relaxation times, which increase with increasing concentration. We can estimate the concentration dependence of the relaxation time by scaling the Weissenberg number by a factor $\beta (c / c')$, in order to shift $\delta G_{xx}$ for high concentrations to the lowest concentration curve. A universal curve is then obtained for the relative deformation $\delta G_{xx}$ as function of $Wi_c = \beta (c / c') Wi$ for the various polymer lengths and both simulation methods, as shown in Fig. 3. At large shear rates, the extension of star polymers saturates at a maximum value, which depends on the length of the polymer arms. At low $Wi_c < 1$, a quadratic dependence of the relative deformation (solid black line) as a function of shear rate is observed, which has also been seen in previous MPC simulations of single star polymers and of semidilute solutions of linear polymers, as well as in experiments.

The scale factors $\beta (c / c')$ are displayed in Fig. 4 as a function of concentration. The values of $\beta (c / c')$ from the MPC simulations for $Nm = 10$ and 30 and DPD simulations for $Nm = 10$ and 20 are nearly independent of arm length. In Fig. 3, the scaling of $\delta G_{xx}$ with $Wi_c$ and the functional dependence are in very good agreement for both methods; there is a small difference in the absolute values, which will be discussed in more detail in Sec. 4. Since the scale factor is proportional to the ratio of star relaxation times for different concentrations, the characteristic relaxation time on the star concentration appears to be nearly independent of the arm length.

Along the shear-gradient and vorticity directions, star polymers shrink at high $Wi_c$. Fig. 5 displays the scaled curves for the gyration tensor $G_{yx}/G_{yy}^0$ as a function of $Wi_c$, where $G_{yy}^0$ corresponds to the $y$ component of the radius of gyration in equilibrium and in the dilute limit. The differences in the plateau values of $G_{yx}/G_{yy}^0$ at low $Wi_s$ are associated with the change in star-polymer size at various concentrations indicating that the stars become more compact due to their crowding. Compression in the vorticity direction is quite small in comparison with the gradient direction, consistent with previous results for single star polymers.

### 3.2 Star-polymer alignment

Flow-induced alignment of star polymers can be characterized by the angle $\chi_{c'}$, which is the angle between the eigenvector of the gyration tensor with the largest eigenvalue and the flow direction. It can be computed from the components of the gyration tensor as

$$\tan(2\chi_{c'}) = \frac{2G_{yx}}{G_{xx} - G_{yy}}$$

Fig. 6 shows the alignment angle of star polymers as function of $Wi_c$ for various concentrations and both simulation methods.

---

Fig. 3 Relative deformation $\delta G_{xx}$ of star polymers along the flow direction as function of the concentration-dependent Weissenberg number $Wi_c$. (a) MPC simulation results, with arm lengths $Nm = 10$ (filled symbols) and $Nm = 30$ (open symbols), and various concentrations $c / c'$. As indicated. (b) DPD simulation results for various star-polymer concentrations, as indicated, and $Nm = 10$ (filled symbols) and $Nm = 20$ (open symbols). The black solid lines indicate a quadratic dependence of the relative deformation on $Wi_c$ at low shear rates; these lines are identical in (a) and (b).

Fig. 4 Concentration-dependent scale factor for the relaxation time $\tau (c / c') = \beta (c / c') \tau_s$ obtained from the scaling of the radius-of-gyration tensor along the shear direction. MPC and DPD results are shown for various arm lengths $Nm$, as indicated.
At low shear rates the alignment angle $\phi_G$ is close to the equilibrium value $\pi/4$. For $0 < W_{ic} < 1$, the data in Fig. 6(a) obey the expected scaling behavior $^{42,43}$

$$\tan(2\phi_G) \sim \frac{W_{ic}}{C_{0}}$$

which follows from the fact that $G_yy \sim W_{ic}$ and $G_{xx} - G_{yy} \sim W_{ic}^2$ in that regime. At high $W_{ic}$, star polymers deform into an ellipsoidal shape, and the angle $\phi_G$ decreases due to alignment of the star along the flow direction. Again, a universal curve is obtained for different star-polymer concentrations and both MPC and DPD methods as a function of $W_{ic}$. At high $W_{ic}$, the alignment angle follows the scaling law

$$\tan(2\phi_G) \sim (W_{ic})^{-\delta}$$

with the exponent of $\delta \approx 0.43$. The master curve obtained for different arm lengths is almost independent of $N_m$ for $W_{ic} < 20$. At higher $W_{ic}$, effects of finite arm length may play a role, as in systems of linear polymers.$^{44}$ Stars with longer arms appear to be more aligned with the flow direction than those with shorter arms at $W_{ic} > 20$. This is due to the fact that the crossover from the behavior $\tan(2\phi_G) \sim W_{ic}^{-1}$ to the asymptotic behavior $\tan(2\phi_G)$ ~ $W_{ic}^{-0.43}$, predicted by theory for linear polymers,$^{43}$ appears at smaller $W_{ic}$ for longer polymers.

The shear-induced structural deformation and alignment of star polymers can be visualized in terms of their monomer density distribution in the flow-gradient plane. In Fig. 7, such distributions of individual stars are presented for $W_{ic} = 0.78$, 7.8, and 78. At very low shear rates, the stars are close to their equilibrium shape and the density distribution is spherically symmetric. An increase of the shear rate leads to the alignment of the stars along the flow direction. Again, a universal curve is obtained for different arm lengths and both MPC and DPD methods as a function of $W_{ic}$. At high $W_{ic}$, the alignment angle follows the scaling law

$$\tan(2\phi_G) \sim (W_{ic})^{-\delta}$$

with the exponent of $\delta \approx 0.43$. The master curve obtained for different arm lengths is almost independent of $N_m$ for $W_{ic} < 20$. At higher $W_{ic}$, effects of finite arm length may play a role, as in systems of linear polymers.$^{44}$ Stars with longer arms appear to be more aligned with the flow direction than those with shorter arms at $W_{ic} > 20$. This is due to the fact that the crossover from the behavior $\tan(2\phi_G) \sim W_{ic}^{-1}$ to the asymptotic behavior $\tan(2\phi_G)$ ~ $W_{ic}^{-0.43}$, predicted by theory for linear polymers,$^{43}$ appears at smaller $W_{ic}$ for longer polymers.

### 3.3 Rheology

To characterize the rheological properties of the star-polymer solutions, we determine various components of the stress tensor,
in particular \( s_{xy}, s_{xx}, s_{yy}, \) and \( s_{zz} \), using the Irving–Kirkwood formula for the virial.\(^{44,45} \) We consider only the star-polymer contributions to the virial, which includes their bond and excluded-volume contributions. The shear viscosity as a function of shear rate follows from \( \eta(\dot{\gamma}) = \sigma_{xy}(\dot{\gamma}) / \dot{\gamma} \). In addition, we compute the corresponding first and second normal-stress coefficients \( \Psi_1 \) and \( \Psi_2 \) defined as

\[
\Psi_1(\dot{\gamma}) = \sigma_{xy}(\dot{\gamma}) / \dot{\gamma}, \quad \Psi_2(\dot{\gamma}) = \frac{\sigma_{xy}(\dot{\gamma}) - \sigma_{xy}(0)}{\dot{\gamma}^2}.
\]

For many polymeric fluids, the viscosity function and normal-stress coefficients display zero-shear rate plateaus at low shear rates, which is often referred to as low-shear-rate Newtonian regime.

Fig. 7 shows shear stresses \( \sigma_{xy} \), normalized by \( \sigma_{xy}^{0} \), for different arm lengths and concentrations as a function of \( Wi_{c} \). \( \sigma_{xy}^{0} \) follows from the relation \( \sigma_{xy} = \sigma_{xy}^{0} \cdot Wi_{c} \) in the limit of small shear rates; its dependence on concentration is presented in Fig. 9.

Evidently, the shear stress is a linear function of shear rate for \( Wi_{c} < 1 \) independent of concentration. At larger Weissenberg numbers, a crossover can be observed to a weaker dependence on \( Wi_{c} \). In that regime, we observe a non-universal concentration dependence: \( \sigma_{xy} / \sigma_{xy}^{0} \) is larger at smaller concentrations, but the data seem to converge toward a common limiting behavior with increasing concentration. Both, MPC and DPD simulations exhibit the same behavior.

The dimensionless stress scale factors \( \sigma_{xy}^{0} R_{6} / (k_{B} T) \) in Fig. 9 are virtually independent of the star-polymer arm length. This demonstrates that the characteristic relaxation time of a star polymer exhibits a similar length dependence as \( R_{6} \). A slight deviation is found between the stress scale factors for MPC and DPD simulations. We attribute this deviation to differences in the way a star polymer is coupled to the solvent in the two approaches.

The viscosities of the star-polymer solutions are displayed in Fig. 10 for various arm lengths and concentrations. The curves are scaled by the corresponding zero-shear viscosity \( \eta_{0} \) in order to verify and find a scaling behavior. The values of \( \eta_{0} \) for the systems with \( N_{m} = 10 \) can directly be extracted from simulations. However, for the systems of longer chains, the zero-shear plateau appears only at extremely low shear rates, which is difficult to verify and find a scaling behavior. The values of \( \eta_{0} \) for the systems with \( N_{m} = 10 \) can directly be extracted from simulations. However, for the systems of longer chains, the zero-shear plateau appears only at extremely low shear rates, which is difficult to
access in simulations, since thermal fluctuations overwhelm average flow properties and reliable statistics are difficult to obtain. An additional simulation complexity for star systems with long arms is related to the characteristic relaxation time of such stars, which becomes very long in comparison to that of the stars with relatively short arms and leads to demanding simulation times. Therefore, the various viscosity curves for \( N_m = 20 \) and 30 in Fig. 10 were scaled to match the lowest available concentration results at low shear rates, which may not necessarily be within the zero-shear plateau, but are likely within the transition region to the power-law regime.

At \( W_{ic} > 1 \), the viscosities exhibit a power-law decay with increasing shear rate (Fig. 10). An interesting feature is that the power-law exponent appears to depend on the star-polymer concentration, a dependence already visible for the shear stress in Fig. 8. At low concentrations, the exponent is equal to approximately \(-0.3\), while at high star concentrations \( c/c^* \approx 1.3 \) it is about \(-0.4\). Such a dependence has not been predicted by any theory and appears to be independent of arm length, but is consistently obtained with both simulation techniques. The concentration dependence results in a poor scaling of the viscosity curves, suggesting that a common master curve for the shear viscosity behavior may not exist. This is in contrast to simulations results for linear polymers, where the viscosities hardly exhibit a concentration dependence when data are plotted as a function of \( W_{ic} \). It is not evident what causes the differences in the behavior of linear and star polymers, keeping in mind that the stress tensor is in essence determined by the virial term of the polymer-bond contributions. We would like to point out, however that the star-polymer dynamics under flow is distinctly different from that of a linear polymer—a linear polymer undergoes tumbling motion, whereas star polymers show a tank-treading-like rotation for functionalities \( f > 5 \).

Fig. 11 presents the zero-shear viscosity values for various arm lengths with respect to star concentration extracted from the scaling of the polymer contribution \( \eta_p \) to the viscosity. For the star solutions with \( N_m = 10 \), in DPD simulations we have also used an alternative method, called reverse Poiseuille flow (RPF), in order to estimate the zero-shear viscosity. The RPF is generated from two Poiseuille flows driven by uniform body forces in opposite directions along two halves of a periodic computational domain. The zero-shear viscosities computed with RPF are in excellent agreement with those values obtained by proper scaling of the viscosity curves as done in Fig. 10.

Evidently, the star-polymer concentrations exceed the linear regime, where \( \eta_p/\eta_s = 2.5\phi \) applies as predicted by Einstein\(^{47}\) for colloids of volume fraction \( \phi \)—in our case \( \phi = c/c^* \). The MPC data follow the dependence \( \eta_p/\eta_s = 2.5\phi + 6.2\phi^2 \) proposed for Brownian solutions.\(^{48}\) The DPD simulations yield somewhat larger viscosity ratios \( \eta_p/\eta_s \), but the dependence on \( c/c^* \) is very similar. In addition, the dependence \( (1 - \phi/\phi_m)^{-2.5}\phi \) is plotted, which is valid for a colloidal solution.\(^{49}\)

It is clear that there is only a weak dependence of the zero-shear viscosity on the arm length \( N_m \). This is again an indication that certain properties of star-polymer solutions may be absorbed in the star hydrodynamic radius \( R_h \), which determines the...
solution concentration. In contrast to these results are experimental measurements of $h_0$ for star solutions with different functionalities, which show a strong dependence of $h_0$ on $f$ such that the star solution viscosity approaches the viscosity curve for a colloidal solution at high $f$. This is likely a consequence of the increasing monomer concentration around the star center, which is altered substantially for varying $f$. Thus, star functionality would be directly associated with star softness, while $N_m$ effectively changes the size of a star polymer.

We have introduced three scale factors, $\beta$, $a_0*/c_0$, and $\eta_0$, which are not independent. They are rather related and the ratio $\eta_0/(c_0^2*\beta)$ is approximately constant.

Fig. 12 shows the normalized first normal-stress coefficient $\Psi_1$. The curves of $\Psi_1$ for various concentrations are scaled by factors $\psi_1^0$, which are displayed in Fig. 14. As expected, we find a plateau at low $W_i$. The shear-dependent $\Psi_1$ exhibit a power-law behavior with an exponent of approximately $-1$, independent of the arm length and the employed simulation method. Note that the power-law exponent becomes slightly larger for high $c/c_0^*$ values in comparison with the solutions at low star concentrations; however, the differences in the exponents seem to be less pronounced than those for the viscosity curves in Fig. 10. We expect that in the asymptotic limit of large $c/c_0^*$ the exponent approaches $-4/3$, as predicted by theory and observed for polymers.

The corresponding normalized second normal-stress coefficients $\Psi_2$ are presented in Fig. 13 as a function of $W_i$. The values of $\Psi_2$ are noticeably noisier than the values of $\Psi_1$ and it is not fully clear if the zero-shear plateau can be reliably estimated from the simulation data. The power-law region at high $W_i$ corresponds to the exponent of about $-1.4$ for all simulated $N_m$ close to the theoretically expected value for $\psi_1$. Finally, the simulated normal-stress coefficients agree very well for both, the MPC and DPD method.

The scale factors $\psi_1^0$ and $\psi_2^0$ normalized by $\eta^0 R_s^2/(k_B T)$ are shown in Fig. 14. These factors were obtained by scaling the normal-stress coefficients for various concentrations to the lowest available concentration for a given $N_m$. Under the assumption of a universal scaling of $\Psi_1$ and $\Psi_2$ for various concentrations, the factors $\psi_1^0$ and $\psi_2^0$ are proportional to the corresponding zero-shear-rate plateau values of the normal-stress coefficients. The factors $\psi_1^0$ and $\psi_2^0$ are rather similar for a given arm length, for both, the MPC and DPD calculations. Moreover, the MPC and DPD values agree very well for $N_m = 10$. The decrease of the values with increasing chain length is due to scaling by the hydrodynamic radius $R_h \sim N_m$. The factors $\psi_1^0$, $\psi_2^0$ themselves exhibit a weak arm-length dependence only. The magnitude of the scale factors for both, the first and second normal-stress coefficients seem to be nearly identical, which points to a similar dependence of the zero-shear-rate plateau values on concentration for both $\Psi_1$ and $\Psi_2$. 

![Diagram](Image_url)
We have investigated the flow behavior of dilute and semidilute solutions of star polymers in shear flow by two mesoscale hydrodynamics simulation techniques. The simulations show that many structural, dynamical, and rheological properties of star-polymer solutions can be described very well in terms of a concentration- and arm-length-dependent Weissenberg number \( \frac{W_i}{c} \). This implies that the main effect of steric and hydrodynamic interactions on the star dynamics in dilute and semidilute solutions can be absorbed in the concentration- and arm-length-dependent relaxation time \( \tau(c) \). Furthermore, we find that the behavior in the regime of small or large Weissenberg numbers is often well described by power laws, similar to those of semidilute solutions of linear polymers.

An important aspect of our study is a detailed comparison of the predictions obtained by two frequently used particle-based hydrodynamics simulation techniques, MPC and DPD. As mentioned several times in Sec. 3, the agreement of the results for relaxation time, data collapse with concentration-dependent Weissenberg number, and power-law behavior is excellent. This is not self-evident, but requires that the parameters are chosen in the appropriate regime; here, it is particularly important to guarantee a sufficiently high Schmidt number (the ratio between momentum and mass transport). The good agreement between the two approaches strongly indicates that our results allow quantitative predictions and comparison with experimental results.

A careful look at corresponding figures for MPC and DPD reveals that there are small differences in the absolute values of several quantities. This can be seen most easily by comparing the simulation data to the lines indicating the power laws, because these lines are identical in corresponding figures. We attribute these differences mainly to small discrepancies in the star relaxation times of the two simulation approaches. We used the Zimm time to define a Weissenberg number, which appropriately captures the arm-length dependence, but is not necessarily identical to the relaxation time governing the dynamical properties of a star. Our simulation results suggest that the ratio of the Zimm time \( \tau_z \) and the characteristic relaxation time of a star polymer is somewhat larger in MPC than in DPD simulations.

Scaling of conformational and dynamical properties of dilute and semidilute solutions with a concentration-dependent Weissenberg number \( \frac{W_i}{c} \) was obtained previously for linear polymers. This raises the question about the similarities and differences in the flow behavior of linear and star-polymer solutions. Not unexpectedly, the qualitative behavior is similar in the two systems. It is also clear that the absolute values of deformation and orientation, viscosity and normal-stress coefficients are different. In general, star polymers seem to be less stretched and less aligned with the flow direction than linear polymers at a comparable \( \frac{W_i}{c} \), and have a higher zero-shear viscosity—because stars resist stretching more than linear polymers due to the repulsive entropic and enthalpic interactions between their arms. Interestingly, similar power-law regimes are obtained for the various quantities for both, linear polymers and

4 Summary and conclusions

We have investigated the flow behavior of dilute and semidilute solutions of star polymers in shear flow by two mesoscale hydrodynamics simulation techniques. The simulations show that many structural, dynamical, and rheological properties of star-polymer solutions can be described very well in terms of a concentration- and arm-length-dependent Weissenberg number \( \frac{W_i}{c} \). This implies that the main effect of steric and hydrodynamic interactions on the star dynamics in dilute and semidilute solutions can be absorbed in the concentration- and arm-length-dependent relaxation time \( \tau(c) \). Furthermore, we find that the behavior in the regime of small or large Weissenberg numbers is often well described by power laws, similar to those of semidilute solutions of linear polymers.

An important aspect of our study is a detailed comparison of the predictions obtained by two frequently used particle-based hydrodynamics simulation techniques, MPC and DPD. As mentioned several times in Sec. 3, the agreement of the results for relaxation time, data collapse with concentration-dependent Weissenberg number, and power-law behavior is excellent. This is not self-evident, but requires that the parameters are chosen in the appropriate regime; here, it is particularly important to guarantee a sufficiently high Schmidt number (the ratio between momentum and mass transport). The good agreement between the two approaches strongly indicates that our results allow quantitative predictions and comparison with experimental results.

A careful look at corresponding figures for MPC and DPD reveals that there are small differences in the absolute values of several quantities. This can be seen most easily by comparing the simulation data to the lines indicating the power laws, because these lines are identical in corresponding figures. We attribute these differences mainly to small discrepancies in the star relaxation times of the two simulation approaches. We used the Zimm time to define a Weissenberg number, which appropriately captures the arm-length dependence, but is not necessarily identical to the relaxation time governing the dynamical properties of a star. Our simulation results suggest that the ratio of the Zimm time \( \tau_z \) and the characteristic relaxation time of a star polymer is somewhat larger in MPC than in DPD simulations.

Scaling of conformational and dynamical properties of dilute and semidilute solutions with a concentration-dependent Weissenberg number \( \frac{W_i}{c} \) was obtained previously for linear polymers. This raises the question about the similarities and differences in the flow behavior of linear and star-polymer solutions. Not unexpectedly, the qualitative behavior is similar in the two systems. It is also clear that the absolute values of deformation and orientation, viscosity and normal-stress coefficients are different. In general, star polymers seem to be less stretched and less aligned with the flow direction than linear polymers at a comparable \( \frac{W_i}{c} \), and have a higher zero-shear viscosity—because stars resist stretching more than linear polymers due to the repulsive entropic and enthalpic interactions between their arms. Interestingly, similar power-law regimes are obtained for the various quantities for both, linear polymers and
star polymers of functionality $f = 10$. This suggests that the star properties are determined to a considerable extent by the polymer arms. To what extent the asymptotic behavior predicted for linear polymers is reached by the star-polymer systems remains to be investigated.

Finally, we can compare our simulation results with experimental studies of rheological properties.\(^\text{15}\) The zero-shear viscosity increases more rapidly with concentration (with $\eta_0/\eta_\infty = 2.5f^2 + 6.2f^3$) than for linear polymers\(^\text{36}\) (where $\eta_0/\eta_\infty = 2.5f^2 + 6.25f\eta_\infty^\text{H}$) with the Huggins coefficient\(^\text{15,36}\) $k_\text{H} \approx 0.3$), but less strongly than for hard-sphere colloids. Furthermore, the zero-shear viscosity as a function of $c/c^*$ depends only very weakly on the arm length. A comparison of the experimental data for $f = 34$, $f = 62$, and $f = 124$ with the simulation results for $f = 10$ and $f = 2$ (linear polymers) is shown in Fig. 15. This shows a very consistent trend of an increase of the zero-shear viscosity with increasing functionality at constant concentration $c/c^*$, and demonstrates the crossover of star-polymer properties from ultra-soft to hard-sphere colloids with increasing functionality. A more detailed comparison requires simulations for larger functionalities and arm lengths.

The viscosity of star-polymer solutions of very high functionality $f \approx 390$ has also been measured experimentally at concentrations in the fluid and glassy phases.\(^\text{10}\) In the semidilute regime, the shear stress shows a linear increase at low shear rates, followed by a less pronounced growth with effective exponent of approximately $0.5$; this effective exponent decreases with increasing concentration.\(^\text{16}\) Both observations are consistent with our simulation results. The exponent of the power law of the shear stress for intermediate Weissenberg number is important, because a value larger than unity signals shear banding. Such a behavior has indeed been predicted for concentrated solutions.\(^\text{22}\) On the basis of our simulations, no shear banding is predicted for $f = 10$ stars in the investigated concentration range. We expect that considerably larger functionalities are necessary to observe shear banding.
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Margination of white blood cells (WBCs) towards vessel walls is an essential precondition for their efficient adhesion to the vascular endothelium. We perform numerical simulations with a two-dimensional blood flow model to investigate the dependence of WBC margination on hydrodynamic interactions of blood cells with the vessel walls, as well as on their collective behavior and deformability. We find WBC margination to be optimal in intermediate ranges of red blood cell (RBC) volume fractions and flow rates, while, beyond these ranges, it is substantially attenuated. RBC aggregation enhances WBC margination, while WBC deformability reduces it. These results are combined in state diagrams, which identify WBC margination for a wide range of flow and cell suspension conditions.

Introduction.—Leukocytes or white blood cells (WBCs) are part of our immune system, performing various organism defense functions. In order to reach the sites of action (e.g., inflammation), WBCs have to migrate to the vessel walls through a process called margination [1–3], adhere efficiently to vascular endothelium (mediated by adhesion proteins [4,5]), and further transmigrate into the surrounding tissues [6]. The efficiency of WBC adhesion in blood flow is correlated with the contact frequency of WBCs with the vessel walls, and thus with margination.

The mechanism for WBC margination in microvessels is related to the presence of red blood cells (RBCs) in blood. RBCs in microvessels migrate to the vessel center [7,8]. This process is governed by cell-wall hydrodynamic interactions [9] (often called lift force), which drive the cells away from the wall, and by cell-cell interactions, which tend to disperse RBCs [10]. WBC margination is believed to be a consequence of the competition between lift forces on RBCs and WBCs, where the lift force on a RBC is larger than that on a WBC due to the nonspherical discocyte shape and high deformability of RBCs. These interactions result in WBC margination (i.e., segregation), such that their concentration becomes higher near a vessel wall [2,3].

Several blood and flow properties may contribute to WBC margination, which include hematocrit $H_t$ (i.e., RBC volume fraction), flow rate, vessel geometry, and RBC aggregability [1,3,11–14]. In vivo experiments on WBC margination in the mesenteric venules of rats [3] showed a substantial increase of the WBC adhesion rate (and consequently margination), with the decreasing flow rate at relatively high $H_t > 0.45$. A different dependence of WBC margination on $H_t$ was reported in recent in vitro experiments on blood flow in microfluidic channels [14], where the strongest margination effect was found at intermediate $H_t \approx 0.2–0.3$, while, at lower or higher $H_t$ values, WBC margination was attenuated. In contradiction to these experiments, recent results on WBC adhesion in glass capillaries [12] show no dependence of WBC adhesion, and therefore margination, on hematocrit. The effect of flow rate on WBC margination and adhesion seems to be consistent across the various studies [3,11,14] which showed a significant enhancement at low flow rates comparable with those in venular blood flow. In addition, RBC aggregation has been found to result in an increased WBC margination and adhesion [3,11,12,14] at the vessel walls.

Simulations of a two-dimensional blood model in Ref. [13] showed increasing margination with decreasing flow rate, in agreement with experiments, but only a weak dependence on hematocrit. WBC margination is found to be insensitive to RBC deformability, which suggests that the RBC biconcave shape is the main governing parameter for the lift force on a RBC [13].

In order to integrate these various, sometimes apparently contradicting, observations into a coherent picture, a more extensive study of the dependence of WBC margination on hematocrit, flow rate, WBC deformability, and RBC aggregation is clearly necessary. We focus here on a two-dimensional (2D) model of blood flow; see Fig. 1 and

FIG. 1 (color online). Simulation snapshots of the flow (from left to right) at $H_t = 0.35$ and dimensionless shear rate (a) $\gamma^* = 1.59$ and (b) $\gamma^* = 19.68$. The large quasispherical particle is the WBC [15].
Ref. [15]. In particular, we show that there is a pronounced effect of hematocrit on WBC margination and provide new insights into the physical mechanism. We find a reentrant behavior, where margination first increases with increasing hematocrit but then decreases again at higher hematocrits. Furthermore, changes in WBC deformability strongly affect margination, since a deformed WBC may significantly depart from the spherical shape.

Models and methods.—We employ the dissipative particle dynamics method [16], a particle-based mesoscopic simulation technique, to model blood cells suspended in a fluid. A dissipative particle dynamics system consists of \( N \) point particles, which interact through pairwise soft forces and move according to Newton’s second law of motion. Both two-dimensional cell types are modeled by a collection of \( N_e \) particles (50 for RBCs and 100 for WBCs) [15] connected by \( N_s \) springs with the potential [17]

\[
V_{sp} = \sum_{j=1}^{N_s} \left[ \frac{k_BT l_m (3x_j^2 - 2x_j^4)}{4p(1 - x_j)} + \frac{k_p}{l_j} \right]
\]  

(1)

where \( l_j \) is the length of the spring, \( l_m \) is the maximum spring extension, \( x_j = l_j / l_m \), \( p \) is the persistence length, \( k_BT \) is the energy unit, and \( k_p \) is the spring constant. A balance between the two force terms in Eq. (1) determines a nonzero equilibrium spring length \( l_0 \). The cell model also incorporates a bending energy

\[
V_{bend} = \sum_{j=1}^{N_s} k_b [1 - \cos(\theta_j)],
\]

(2)

where \( k_b \) is the bending constant and \( \theta_j \) is the instantaneous angle between two adjacent springs having the common vertex \( j \). In addition, a constraint to maintain a constant cell area is imposed on each cell by the potential \( V_{area} = k_a (A - A_0)^2 / 2 \), where \( k_a \) is the area constraint coefficient, \( A \) is the instantaneous cell area, and \( A_0 \) is the specified (target) area. The combination of \( A_0 \) and the cell perimeter \( N_s l_0 \) determines the shape of a cell. The RBC diameter is chosen to be \( D_r = 2\sqrt{A_0 / \pi} = 0.417D_w \), where \( D_w \) is the WBC diameter in equilibrium. The RBC equilibrium spring length is \( l_0 = 0.0384D_w \) and \( l_m/l_0 = 2.2 \). The RBC shape is biconcave, while WBCs have a circular shape in equilibrium. In all simulations, \( k_b = 50k_BT \) for RBCs and \( k_b = 500k_BT \) for WBCs. The blood cells (72 RBCs and one WBC at \( H_t = 0.45 \)) are suspended in plasma, which is modeled by a collection of solvent particles.

We consider Poiseuille flow in the channel of width \( W = 2D_w \), which is driven by a constant force applied to the solvent particles equivalently to a constant pressure gradient. To characterize the flow, we define a dimensionless shear rate as

\[
\dot{\gamma}^* = \frac{\eta D_w^2 \dot{\gamma}}{\kappa_r} = \tau \dot{\gamma},
\]

(3)

where \( \dot{\gamma} = Q/W^2 \) is the average shear rate, \( Q \) is the flow rate, \( \eta \) is the solvent viscosity, \( \kappa_r = k_BT_0 \) is the RBC bending rigidity, and \( \tau = \eta D_w^2 / \kappa_r \) is a characteristic relaxation time. The other important dimensional number, which characterizes the ratio of cell elasticity to bending rigidity, is \( \alpha_r = 1340 \) for RBCs, which was roughly estimated to mimic a RBC stretching experiment [18], while \( \alpha_w \) is assumed to be about 10 times larger. In addition, to make a WBC less deformable, \( A_{0w} \) is set to be 2\% larger than the area of a circle with diameter \( D_w \), which implies that the springs of WBCs are initially under a small strain. For comparison in physical units in three dimensions (3D), we assume that \( D_w = 10 \mu m \), \( D_r = 4.17 \mu m \), \( W = 20 \mu m \), \( \eta = 10^{-3} \) Pa \cdot s, \( T = 37^\circ C \), \( \kappa_r = 50k_BT \), and \( Y = 18.9 \mu N/m \).

Results and discussion.—Figure 2 presents the WBC center-of-mass distributions for various \( H_t \) values. The flow rate is approximately constant for different \( H_t \) with \( \dot{\gamma}^* = 3.34 \). The corresponding WBC distributions are averaged over the two halves of the channel and indicate WBC margination towards the wall (\( y = 0 \)) with a peak around \( y/W = 0.25 \). The strongest margination effect is observed for a range of \( H_t = 0.25-0.35 \) (see also Fig. 1 and Ref. [15]), while WBC margination is attenuated at both lower and higher \( H_t \) values. As expected at low \( H_t \), WBC margination is weak due to a low concentration of RBCs. However, at high \( H_t \) values, the simulated results seem to contradict the main hypothesis for WBC margination: a higher RBC concentration is expected to lead to more RBC crowding in the channel center, and therefore to stronger WBC migration towards the wall. Also, we notice that the peak position is slightly closer to the wall for higher \( H_t \) values; this shift is due to WBC deformability, such that the force on a WBC from flowing RBCs is stronger at a higher \( H_t \), resulting in a more compressed WBC shape.

To identify the physical mechanism responsible for this observation, we examined the RBC distribution around a
FIG. 3 (color online). RBC center-of-mass distributions around a marginated hard WBC for various $H_t$ values at $\gamma^* = 3.34$. The circle schematically shows the WBC location. The flow direction is from left to right.

marginated WBC. Figure 3 shows RBC center-of-mass distributions for various $H_t$ and $\gamma^* = 3.34$, computed in a comoving coordinate system of the WBC center of mass and with the condition that the WBC center is less than $0.55D_w$ away from one of the walls. This condition is equivalent to the WBC nearly touching the wall. At $H_t = 0.45$, the region downstream of the WBC near the wall is virtually void of RBCs and it remains free of RBCs during most of the simulated time of about 845τ. As hematocrit is increased to $H_t = 0.55$, RBCs are found to often enter the region downstream of the WBC due to high RBC crowding. RBCs in that region move slower than the WBC next to the wall, so that a RBC may enter the gap between the WBC and the wall and force the WBC to move away from the wall. This “lift-off” mechanism for the WBC is different from the lift force [19] due to cell-wall hydrodynamic interactions and is governed by the particulate nature of blood. The RBC distributions in Fig. 3 show that such lift-off events occur frequently at $H_t = 0.55$ and lead to the attenuation of WBC margination illustrated in Fig. 2 and Ref. [15].

Next, the effects of flow rate and WBC deformability on WBC margination are explored. In addition to the previously described setup referred to as “hard” WBCs, we consider both solid (nondeformable) WBCs and “soft” WBCs. The stretching modulus of a soft WBC is 3.2 lower than that of a hard WBC, and the specified area $A_q$ is set exactly to $\pi D_w^2/4$. The investigated average shear rates are $\dot{\gamma}^* \in \{1.57, 3.34, 5.41, 9.34, 18.68\}$. Such a thorough study of WBC margination allows us to construct WBC margination diagrams with respect to flow rate and hematocrit, as shown in Fig. 4. The probability of WBC margination is defined as the probability of the WBC center of mass being not further than $0.55D_w$ away from the channel walls. From these plots, we can see that the strongest WBC margination occurs within a certain range of $H_t$ values and flow rates. For example, in the case of solid WBCs, WBC margination occurs with high probability for the ranges of $H_t = 0.2–0.5$ and $\dot{\gamma}^* = 1–10$. As the WBC becomes softer, the region of high probability for WBC margination shrinks considerably. Specifically, there is a pronounced dependence of WBC margination on flow rate, since a WBC may substantially deform at high flow rates and thus experience a strong lift force from the wall.

Our simulation results are also consistent with experimental observations that WBC adhesion occurs mainly in venules (not in arterioles) in the organism. The characteristic values of $\dot{\gamma}^*$ in venules of a comparable diameter are approximately in the range of $\dot{\gamma}^* = 1–25$, while, in arterioles, $\dot{\gamma}^* \gtrsim 30$ [20,21]. This estimation is based on the physiological parameters stated above; for example, $\dot{\gamma}^* = 10$ corresponds to the pseudoshear rate of 30 s$^{-1}$ and the
average flow velocity of 0.6 mm/s. Thus, efficient WBC margination and consequent adhesion are mainly expected in the venular part of a microvascular network. Our results for the cases of soft and hard WBCs [Figs. 4(b) and 4(c)] show a more narrow range of $\gamma^*$, where a WBC is marginalized in comparison with the range of $\gamma^* = 1–2.5$. Thus, we conclude that our rigid WBCs in 2D [Fig. 4(a)] provide the most realistic description of WBC margination phenomena in 3D. Of course, predictions of 2D simulations for 3D flows can only be semiquantitative and it is likely that the $\gamma^*$ range for WBC margination is slightly shifted or expanded in 3D. However, our results are in good agreement with the experiments on leukocyte margination in rectangular microchannels [14], where the optimal hematocrit for WBC margination was identified to be in the range $H_t = 0.2–0.3$. They are also able to explain discrepancies with previous simulations [13] and experiments [12], which found WBC margination and adhesion to be independent of $H_t$, because studied flow rates and $H_t$ values in Refs. [12,13] almost entirely fell into the region of strong WBC margination.

RBC aggregation is believed to enhance WBC margination in blood flow. In our model, aggregation interactions between RBCs are described by a Morse potential, with a strength adjusted to a force in the range of 3–7 pN, as estimated in recent 3D simulations on blood rheology [22]. Figure 5 shows the effect of RBC aggregation on WBC margination for the case of hard WBCs. In comparison with Fig. 4(b), the strong WBC margination region extends now to higher flow rates and $H_t$ values. This is likely a consequence of a tighter RBC packing due to the aggregation forces, which result in a less-dispersed RBC core. The computed RBC distributions around the WBC for various $H_t$ have confirmed that the region downstream of the WBC remains virtually free of RBCs even for high $H_t > 0.45$ values due to RBC aggregation, which substantially reduces the displacing effect of RBCs at high $H_t$, as illustrated in Fig. 3. Finally, no significant effect of RBC aggregation on WBC margination is found at high $\gamma^*$ because RBC aggregates are completely dispersed at high shear rates [22,23].

WBC margination is closely related to WBC flow velocities. Results for the average WBC velocity normalized by the average flow velocity $\bar{u} = Q/W$ as a function of $H_t$ are presented in Fig. 6 at $\gamma^* = 3.34$. When margination occurs and the WBC moves near the wall, its velocity is significantly reduced in comparison with a WBC flowing near the center of the channel. In our simulations, the ratio $W/D_w = 2$ is relatively small, and therefore the velocity difference shown in Fig. 6 is only approximately 30%–40%. For larger channel widths, this difference is expected to increase quadratically with $W/D_w$. The reduced velocity of marginated WBCs compared to the average blood flow results in a many-fold increase of the WBC concentration in microcirculation (determined by the ratio of the average RBC and WBC velocities). This reduced velocity for marginated WBCs could also play an important role in an efficient adhesion [24,25] because it reduces the required adhesion forces accordingly.

In conclusion, WBC margination strongly depends on flow hydrodynamics (e.g., lift force), as well as on particular properties of blood, including hematocrit, elasticity characteristics of blood cells, and their interactions. These 2D simulation results will be used to guide realistic 3D simulations in the future, which are able to quantitatively explore the WBC margination phenomena.
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Predicting human blood viscosity in silico

The viscosity of blood has long been used as an indicator in the understanding and treatment of disease, and the advent of modern viscometers allows its measurement with ever-improving clinical convenience. However, these advances have not been matched by theoretical developments that can yield quantitative predictions of rheological and flow properties of blood. Recent theoretical and numerical studies focused mostly on the behavior of a single RBC in various flows (12–16). Several studies have been performed to simulate a suspension of multiple cells (16–19) in tube flow. So far, the connection between the rheology of a cell suspension and its microscopic properties on a single-cell level, such as structure or arrangement, cell viscoelastic properties, and local dynamics, is not well understood. In addition, cell suspensions are often further complicated by intrinsic cell interactions (e.g., RBC aggregation; refs. 1, 7–9). In this paper, we will establish such a link between bulk properties and microstructure, and will focus on the quantitative prediction of rheological properties and dynamics of blood flow by employing multiscale modeling of interacting red blood cells.

Results and Discussion

We consider suspensions of RBCs to mimic the experimental setup of washed RBCs suspended in pure saline, to which fibrinogen was added progressively (7), and we will refer to them as erythrocyte suspensions (ES). We simulate them with dissipative particle dynamics (DPD), a coarse-grained version of molecular dynamics suited to the seamless modeling of liquids and soft matter (14, 20, 21). Two different cell models are employed. The first, a multiscale RBC model (MS-RBC) (15) represents the RBC membrane with a few hundred DPD particles connected by viscoelastic springs into a triangular network in combination with out-of-plane elastic bending resistance, similar to the mesoscopic model in Refs. 12, 18, and 22. The characteristic biconcave RBC shape is achieved by imposition of constraints for constant membrane area and constant cell volume. Fitting of the model parameters is performed through a number of static and dynamic experiments on single real RBCs (15) and no further adjustment is made for the hard colloidal particles, see Methods for more details. LD-RBC is constructed as a closed torus-like ring of only 10 large hard colloidal particles, see Methods for more details. LD-RBC allows exploration of simulated blood flows over a wide range of hematocrits at computational costs considerably below those for their multiscale counterparts. In addition to the LD-RBC and MS-RBC models, we developed an aggregation model to reproduce the reversible rouleaux formation and destruction, which is essential to capture blood flow behavior, especially at low shear rates. Next, we present results for the ES viscosity with...
and without aggregation, rouleaux formation and magnitude of aggregation forces, yield stress, and the micro-to-macro link in ES.

In Silico Versus In Vitro Blood Viscosity. The experimental bulk viscosities of well-prepared nonaggregating ES and of whole blood were measured for various hematocrit values \( (H) \) at physiological temperature 37 °C in refs. 1–3. The blood viscosity in our work was derived from simulations of plane Couette flow using the Lees–Edwards periodic boundary conditions for both the MS-RBC and the LD-RBC suspensions. The shear rate and the cell density in our simulations were verified to be spatially uniform on average over time, and the viscosities were computed, with and without aggregation, as functions of the shear rate over the range 0.005–1,000 s\(^{-1}\) (this corresponds to the range of dimensionless shear rate or capillary number \( \eta D/\gamma \) between \( 2.5 \times 10^{-6} \) and 0.5, where \( \eta \) is the solvent viscosity, \( D \) is the RBC diameter, and \( \gamma \) is the membrane Young’s modulus). Fig. 1A shows the relative viscosity (RBC suspension viscosity normalized by the viscosity of the suspending media) against shear rate at hematocrit \( H = 45\% \). The MS-RBC model predictions are in excellent agreement with the blood viscosities measured in three different laboratories (1–3). The ES model, consisting only of RBCs in suspension, clearly captures the effect of aggregation on the viscosity at low shear rates and suggests that cells and molecules other than RBCs have little effect on the viscosity, at least under healthy conditions. The LD-RBC model underestimates somewhat the experimental data, but is generally in good agreement over the whole range of shear rates, and again demonstrates the effect of aggregation. The agreement is remarkable in view of the simplicity and range of shear rates, and again demonstrates the effect of aggregation forces, yield stress, and the micro-to-macro link in ES.

Recent attempts in modeling (24, 25) of two-cell and multiple-cell aggregates (17) simulated only their flow behavior. Specifically, in ref. 17, the link of viscosity to RBC aggregation was investigated, but the viscosity predictions failed to capture the steep rise of that function at low shear rates.

Reversible Rouleaux Formation. The formation of rouleaux in blood occurs in equilibrium and at sufficiently small shear rates, whereas large shear rates result in immediate dispersion of fragile RBC structures. Experimentally, aggregation is observed (1, 4, 26) to be a two-step process: the formation of a few RBCs into short linear stacks, followed by their coalescence into long linear and branched rouleaux. As the shear rate increases, the large rouleaux break up into smaller ones, and at higher values, the suspension ultimately becomes one of monodispersed RBCs (27). This process then reverses as the shear rate is decreased.

This typical formation–destruction behavior of rouleaux is consistent with the results of our simulations using both the LD-RBC and the MS-RBC models as shown in Fig. 2 (see SI Text). At low shear rates (left frames), the initially dispersed RBCs aggregate into large rouleaux of up to about 20 RBCs; as the shear rate is increased to moderate values (middle frames), these structures are reduced in size until at high rates (right frames) they are dispersed almost completely into individual RBCs. Reversibility is demonstrated by reduction of the shear rate to the formation value, at which point individual RBCs begin to reaggregate.

Yield Stress and Aggregation. Whole blood is believed to exhibit a yield stress (i.e., a threshold stress for flow to begin) (1, 10, 11), but this has been difficult to confirm experimentally or theoretically. The most reproducible yield stresses for whole blood are those extrapolated to zero shear rate from viscometric data on the basis of Casson’s equation given by (28)

\[
\tau_y = \tau_1 + \eta \frac{\dot{\gamma}}{2},
\]

where \( \tau_y \) is a yield stress and \( \dot{\gamma} \) is the suspension viscosity at large \( \dot{\gamma} \).

Note that when the yield stress \( \tau_y \) vanishes, Eq. 1 reduces to the Newtonian liquid. The assumptions of Casson’s relation appear to hold at least at low shear rates, which was successfully demonstrated for pigment-oil suspensions (28). Chinese ovary hamster

![Fig. 1. Validation of simulation results for whole blood and Ringer ES. (A) Plot of non-Newtonian relative viscosity (the cell suspension viscosity normalized by the solvent viscosity) as a function of shear rate at \( H = 45\% \) and 37 °C. Simulated curves of this work, as indicated and experimental points as follows: Whole blood: green crosses, Merril et al. (1); black circles, Chien et al. (2); black squares, Skalak et al. (3). Error bars on the MS-RBC viscosity curves reflect one standard deviation and each point on the simulated curves corresponds to a single simulation. (B) Plot of relative viscosity as a function of hematocrit \( (H) \) at shear rates 0.052 (black) and 5.20 (blue) s\(^{-1}\): simulated (LD-RBC points), and Chien et al. (2) experimental fits for whole blood (solid lines), and Ringer ES (dashed lines).](image-url)
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Fig. 2. Visualization of aggregation. Simulated reversible rouleaux are formed by LD-RBC model (Upper) and MS-RBC model (Lower) with $H = 10\%$. The left column corresponds to low shear rates, center column to moderate shear rates, and right column to high shear rates as indicated on the plots; see SI Text.

cell suspensions (29), and blood (7). Following the extrapolation method in ref. 7, we fit a polynomial in Casson coordinates ($γ^{1/2}$, $r_{y}^{1/2}$) to the simulated data for a $H = 45\%$ suspension shown in Fig. 3A. The fitting clearly indicates the extrapolated $r_{y}$ to be non-zero for the aggregating RBC suspension and zero without cell aggregation.

The yield stress for blood has previously been attributed to the presence of rouleaux in experiments reported in refs. 1, 10 and 11. In practice, the measurement of yield stress is complicated by the nature of suspension and type of instrument used (30). As an example, at the lowest shear rates sedimentation and viscometer wall effects are complicating factors, and yield stresses derived from viscometric data are not consistent with those derived from nonheomineal measurements (6). Merrill et al. (1) found $r_{y}$ of healthy human blood to lie between 0.0015 and 0.005 Pa at $H = 45\%$, and to vary as $H^{1/2}$, similar to the dependence Thurston (31) described for the elastic modulus of blood. Copley et al. (11) measured blood properties at very low shear rates down to 0.001 s$^{-1}$, and still found evidence for a yield stress. Fig. 3B shows that the simulated $r_{y}$ obtained by the extrapolation in Casson coordinates are in good agreement with viscometric data, consistent with the agreement between the computed and the measured viscosities.

Micro-to-Macro Link. The non-Newtonian nature of blood (e.g., shear thinning, yield stress) emerges from the interactions between cells and from their properties and dynamics. Therefore, we examined the structure and dynamics of the modeled suspensions on the level of single cells. We found null pair correlations of RBC centers of mass for each direction ($x,y,z$), which indicates that the cell suspensions do not self-assemble or order themselves in any direction at $H = 45\%$. This finding contradicts with suspensions of spherical colloids, which have been shown (32) to self-assemble near the close-packing concentration. To examine the cell suspension’s local microstructure, we calculate the radial distribution function (RDF) of RBC centers shown in Fig. 4A. An equivalent isotropic structure factor can be found in SI Text. For the no-aggregation case, we find that no significant structures formed over the entire range of shear rates. At the lowest shear rate (red solid line), several small peaks in RDF indicate the presence of infrequent intermediate structures because RBCs may have enough time to relax locally at very low shear rates. A larger peak of the red solid curve at $r = 8\mu m$, which is equal to the cell diameter, indicates that neighboring RBCs are often aligned with each other in the flow. As seen from the other solid curves (blue, green, and black), the correlations completely disappear at higher shear rates, and therefore the shear thinning behavior of a non-aggregating suspension is clearly not due to a change in microstructure. In contrast, several large peaks in the RDF function for the aggregating case at the lowest shear rate $γ = 0.045$ s$^{-1}$ (red dashed line) indicate the formation of rouleaux of two to four RBCs. An increase of the shear rate leads to the dispersion of rouleaux shown by the blue dashed curve in Fig. 4A, where predominant RBC aggregates are formed by only two RBCs. At shear rates above approximately $5–10$ s$^{-1}$, no difference in microstructure is detected between aggregating and nonaggregating cell suspensions. As a conclusion, the steep increase in viscosity of the aggregating blood at low shear rates is mainly due to the cell aggregation into rouleaux. In addition, rouleaux formation also provides a plausible explanation for the existence of yield stress, because with decrease of shear rate, larger rouleaux structures are formed resulting in an eventual “solidification” of the suspension.

The dynamics of a single RBC in shear flow is characterized by the tumbling motion at low shear rates and membrane tank-treading at high shear rates (13–15). The tumbling-to-tank-treading transition occurs within a certain range of intermediate shear rates, where an RBC may experience high bending deformations
The deformation, orientation, and dynamics of cells within the suspension is illustrated in Fig. 4B–D. These plots show that cells in the suspension mostly tumble and retain their biconcave shape at low shear rates below 5 s⁻¹, which is confirmed by essentially no change in RBC bending energy and in its standard deviation (Fig. 4B), by the extremely narrow asphericity distribution around the equilibrium value of 0.154 (Fig. 4C), and by the wide orientational angle (θ) distribution in Fig. 4D. Cell tumbling at low shear rates is slightly hindered in nonaggregating suspensions in comparison to tumbling of a single RBC in shear flow due to cell crowding, which results in sliding of cells over each other; this is shown by a higher peak in the orientational angle distribution (green curve) in Fig. 4D with respect to the theoretical prediction (blue curve). In contrast, RBC tumbling in aggregating suspensions appears to be nearly uniform because RBCs tumble within multiple-celled rouleaux structures. At high shear rates, larger than about 200 s⁻¹, individual RBCs are subject to tank-treading motion illustrated by a narrow θ distribution (black line) in Fig. 4D. At yet higher shear rates, RBCs become strongly elongated as indicated by the RBC asphericity distribution in Fig. 4C.

The most interesting and complex cell dynamics, however, occurs in the broad intermediate regime of shear rates between 5 and 200 s⁻¹, where RBC aggregation interactions can be neglected. This range also corresponds to the main region of shear thinning for the nonaggregating cell suspension. In this range of shear rates, RBCs within the suspension experience severe deformations documented by a pronounced increase in the membrane bending energy and in its variation shown in Fig. 4B. The asphericity distribution for γ = 45 s⁻¹ in Fig. 4C shows that RBCs attain on average a more spherical shape, indicating transient folded conformations. These deformations may result in a reduction of shear stresses due to collisional constraints of cell tumbling, and therefore in shear thinning. In addition, the transition of some cells to the tank-treading motion further reduces the shear stresses contributing to the viscosity thinning.

**Tunable Properties of Cell Suspensions.** The computational framework presented herein is general and can be employed to investigate other cell, vesicle, and capsule suspensions with potential usage in biology, medicine, and engineering. The suspension properties may be tuned to yield a desired behavior by changing...
the solvent viscosity, material properties of suspended cells, and intercell aggregation interactions. Fig. 5 shows several examples of the tunable properties of cell suspensions. Results for cells with 10 and 100 times higher Young’s modulus than healthy RBCs (blue and green lines) show a considerable increase of viscosity. Hardened RBCs are known (33, 34) to increase their suspension viscosity, and they are highly relevant in many hematologic disorders and diseases, e.g., malaria, sickle-cell anemia, spherocytosis. In addition, aggregating suspensions of stiffer cells show a steeper rise in viscosity at low shear rates resulting in a substantially higher yield stress. Fig. 5 also illustrates the expected decrease, relative to whole blood, in the suspension viscosity at low shear rates (red curve) due to a twofold reduction in the aggregation strength \(D_s\), see Methods. The significant change in viscosity observed above implies a strong dependence of flow properties on cell deformability and adhesive cell interactions.

**Magnitude of Aggregation Forces.** The predictions of Fig. 1 show that a suspension of modeled RBCs captures the viscosity of healthy whole blood with cell aggregation. The plausibility of the aggregation strength was checked by calculation of the maximum force needed to break up two aggregated RBCs (see SI Text). The breakup pulling force in the normal direction is about 3.0–7 pN, where the lower value corresponds to a peeling breakup. Tangential or sliding breakup requires a force in the range of 1.5–3 pN. These forces are much smaller than those imposed on single RBCs in stretching tests with optical tweezers (35), and they are consistent with observations of rouleaux, which do not show any large cell deformations. In addition, measurements of a dis-aggregation force in shear flow by Chien et al. (36) indicate that the shear stress required to break up a rouleaux structure lies approximately between 0.01 and 0.1 Pa, whereas the analogous simulations with the MS-RBC model yield about 0.02 Pa (see SI Text).

**Conclusions.** The accurate prediction of the non-Newtonian behavior from simulations of cell suspensions suggests a new paradigm for rheology of cell suspensions and blood in particular. As an example, an abnormal increase in RBC aggregation is a pathological state associated with many diseases, such as deep venous thrombosis, atherosclerosis, AIDS, myeloma, and diabetes mellitus, which may afflict many different sites of the human arterial tree (37–40). However, such correlations have had few theoretical guidelines for their interpretation. The modeling of cells whose parameters are determined from experiments on single cells (41) can be extended to abnormal and diseased cells, and in combination with the aggregation model, their suspensions can be simulated to allow quantitative comparison with rheological measurements and to guide in vivo ultrasonic measurements to yield a more precise diagnosis of the aforementioned diseases (40). The predictive capability of accurate modeling of cell and capsule suspensions can be readily extended to a variety of engineering and material science applications. Such simulations may aid in the development of new soft materials and may drive the tuning process and optimization of their properties.

**Methods**

**Simulation Method.** The DPD method (20, 21) is a particle-based mesoscopic simulation technique. A DPD system is represented by \(N\) point particles, which interact through pairwise soft potentials and move according to the Newton’s second law of motion; see also SI Text.

**RBC Models.** An MS-RBC (15) is constructed by a collection of discrete points (500 in this work), which are the vertices of a triangular network of springs with a “dashpot” on the membrane surface. The network assumes fixed connectivity and supplies the elastic and the viscous response of an RBC membrane. To mimic membrane bending rigidity, a bending resistance is implemented between all neighboring triangular plaquettes. In addition, area and volume constraints are enforced to model incompressibility of an RBC membrane and the cytosol, respectively. The LD-RBC model (23) is constructed as a closed torus-like ring of 10 overlapping colloidal particles connected by springs. Each colloidal particle is represented by a single DPD particle with a repulsive core. A bending resistance between two neighboring springs is also incorporated. More details on the RBC models can be found in the SI Text.

**Aggregation Models.** For a blood suspension, the attractive cell-cell interactions are crucial for simulation of aggregation into rouleaux. These forces are approximated using the Morse potential \(U(r) = D_{\text{pot}}(e^{(-r/r_0)} - 2e^{-r/r_0})\), where \(r\) is the separation distance, \(r_0\) is the zero force distance, \(D_{\text{pot}}\) is the well depth of the potential, and \(j\) characterizes the interaction range. For the MS-RBC model, the Morse potential interactions are implemented between every pair of vertices of separate RBCs if they lie within a defined potential cutoff radius. For the LD-RBC model, the aggregation force acts between centers of mass of different RBCs if the cells are properly aligned. Thus, the Morse potential is applied only if the angle between the normals of two cells does not exceed a critical angle. The aggregation forces for blood were calibrated on a single shear rate and no further adjustments were made in the subsequent computation of suspension viscosity. More details on the aggregation models can be found in the SI Text.
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